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A bound for I(M, 'IF) - (B<p, <p )1, the error between the expectation value of a self-adjoint operator 
B on an eigenfunction 'IF of a self-adjoint Hamiltonian H and the value given by an approximating 
vector <p, is obtained when H is a radial Schodinger operator and B is multiplicative and unbounded. 
The analysis makes use of point and asymptotic estimates for 'IF. 

L INTRODUCTION 

I N this article we consider the problem of estimat­
ing the error in the approximation of expection 

values of an unbounded self-adjoint operator B 
on eigenfunctions of a self-adjoint Hamiltonian H. 
The operator H defined in a separable Hilbert space 
'" having the inner product (cp, I/t) is supposed to 
be bounded below and to have an initial point 
spectrum of ordered eigenvalues, 

El ~ E2 ~ ... 

The corresponding eigenfunctions, 'lrl' 'lr2' .,. , are 
presumed to be orthonormal; the square of their 
values is a probability distribution. The operator B 
corresponds to an observable, and the quantity 
(B'Ir, 'Ir) is interpreted as the expected value of the 
observable for the. bound statel 'Ir. We consider 
approximations to quantities of the form (B'Ir~, 
'Ir.) when E~ and E, are simple eigenvalues of H. 

* Supported in part by the NATO Research Grants 
Programme under the number SA 5-2-05 (170)/278 (64) HH. 

t Supported in part by a NSF travel grant, and in part 
by the Aerospace Research Laboratories, Office of Aerospace 
Research Umted States Air Force, Contract No. As-5-298. 

1 When there is no possibility of confusion, we often omit 
the subscript on eigenfunctions and eigenvalues. 

Thus, we wish to obtain upper bounds for the 
quantities 

I(B"IJr~, 'Ir.) - (Bcpjl, cp,)I, 

where cp~ and cp, are approximations to 'Ir~ and 'Ir" 
respectively. 

In Sec. II we reca1l2 the kinds of results obtainable 
by function-analytic methods when B is bounded 
in norm or bounded relative to a norm generated 
by H. In Sec. III we develop an error bound for a 
class of expectation values associated with multi­
plicative operators B on eigenfunctions of radial 
Hamiltonians. Sec. IV discusses an elementary ap­
plication of the result. 

n. EIGENVALUES, EIGENVECTORS, AND 
BOUNDED EXPECTATION OPERATORS 

A. Bounds to Eigenvalues 

When we take B to be the Hamiltonian H itself, 
we have 

(B"IJr, 'Ir) = (H'Ir, 'Ir) = E, 

2 See N. W. Bazley and D. W. Fox, Rev. Mod. Phys. 35, 
712 (1963); and P. O. Lowdin, Ann. Rev. Phys. Chem. 11, 
107 (1960). 
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where 'I' is the eigenfunction corresponding to any 
simple eigenvalue E; and the estimation of the 
expectation value is the same as that of finding 
an upper bound E" and a lower bound EI for E. 
Upper bounds can be readily obtained by the 
Rayleigh-Ritz procedure and lower bounds can often 
be found by recently developed methods.8 

B. Norm Estimates to Eigenvectors 

When B is the orthogonal projection on a nor­
malized vector 'P that approximates '1', the expecta­
tion values take the form 

(M. '1') = 1('1', 'P) 12. 
Since these expectation values are always less than 
one, the problem reduces to finding a lower bound 
for 1('1', 'P)12

• This problem is in turn equivalent to 
that of estimating upper bounds for II'P - 'I'll. 
Bounds of this sort have been given for appropriate 
classes4 of approximating vectors 'P. 

C. Bounded Expectation Operators 

When B is bounded relative to the norm of ~, 
we have I (Bv, v)1 ::; 0: IlvW for some positive con­
stant 0: and any vector v in .p. Then it is easy to 
show that 

I (B'1<, '1<) - (B'P, 'P) I ::; 20: 11'1< - 'P II· 

More generally, when B is bounded relative to 
a norm generated by H, we have 

I(Bv, v) I ::; (3[(Hv, v) + (1 - Ei)(v, v)] 

for some positive (3 and all v in the domain of H. 
Then the result 

I(M, '1<) - (B'P, 'P)I ::; 2{3{l + E" - Eilt 

X {E" - EI + 2(1 + E" - Ei) 11'1< - 'PIn! 
can be obtained for Rayleigh-Ritz vectors 'P. Here 
E" is given by (H'P, 'P), and EI is a lower bound 
to the eigenvalue E. 

ill. ERROR ESTIMATES FOR EXPECTATION 
VALUES OF AN UNBOUNDED OPERATOR 

The main result of this section is an error bound 
for approximations to expectation values of a class 

3 A. Weinstein, Mem. Sci. Math. Fasc. 88 (Gauthier­
Villars, Paris, 1937); N. Aronszajn, Proceedings of the 
Oklahoma Symposium on Spectral Theory and Differential 
Problems, Stillwater, Okla., 1950, (Dept. of Math. Oklahoma 
A and M, Stillwater, Okla, 1955), 179; H. F. Weinberger, 
Institute for Fluid Dynamics and Applied Mathematics, 
University of Maryland, College Park, Maryland Tech. Note 
BN-183 (1959); N. Bazleyand D. W. Fox, Phys. Rev. 124, 
483 (1961); J. Math. Phys. 4, 1147 (1963); J. G. Gay, Phys. 
Rev. 135, A 1220 (1964). 

4 See T. Kato, J. Phys. Soc. Japan 4, 334 (1949); H. F. 
Weinberger, J. Res. Nat!. Bur. Std. 64B, 217 (1960). 

of unbounded multiplicative operators acting on 
the eigenfunctions of radial Hamiltonians. Our re­
sult makes use of asymptotic and point-wise esti­
mates for the eigenfunctions. 

We assume that the eigenfunctions 'I' and their 
approximations 'P are in the domain of B. By 
Schwarz' inequality we have 

and I (B['1< - 'P], '1<) I ::; 11'1< - 'P II 11M I \, 
I(B'P, 'I' - 'P) I ::; 11'1' - 'PI I IIB'PI \, 

and hence, we obtain 

(1) 

I(M, '1') - (B'P. 'P)I ::; 11'1' - 'PII {IIB'PII + IIB'I'II}' 
(2) 

which gives an error bound5 in terms of the unknown 
quantity IIB'I'II. 

The remainder of this section is devoted to the 
estimation of upper bounds for IIB'I'II. We assume 
that ~ is the real Hilbert space ,eco, CD) and that 
the self-adjoint operator H has the expression 

Hv = -v" + V(r)v (3) 

on a suitably defined domain ~H' The potential 
V may have singularities at zero and infinity, but 
it is assumed to be continuous elsewhere; further, 
we assume that for r sufficiently large, VCr) is 
monotonically increasing with r. The operator B 
is assumed to the multiplicative and given by 

Bv(r) = b(r)v(r) , (4) 

in which bCr) is bounded on each finite interval but 
becomes unbounded as r approaches infinity. 

The quantity IIB'I'W can be expressed as 

11M W = [* b\r)'I'2(r) dr + 1~ b2(r)'I'2(r) dr, (5) 

where r* is defined by 

r* = max {r I VCr) ::; E"}. (6) 

The first integral of (5) is easily dominated6 by 
the quantity b~ defined by 

b~ = sup b2(r) , 

and the second can be bounded by using estimates 
for the eigenfunction '1'. 

6 A parallel argument shows that I(B-v~, -V.) - (Brp", rp.)1 
is bounded by II-vf, - rp"ll 1IB-v.11 + II-v. - rp.11 I1Brp!,1I and 
by II-v~ - rp~l. IIBrp.11 + II-v, - rp.11 11B-v~II· Further, if 
B is positive and II-v - rpll Brpll:$ (Brp, rp), the inequality 
ICB-v, rp)l" :$ (B<p, <p)(B-v, -V) can be combined with the 
second of (1) to yield the lower bound (B-v, -V) 2: [(B<p, rp) -
liB <pI I II-v - rplll" I(B <p, rp). 

6 Another estimate will be indicated later. 
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A minor modification of arguments of Titsch­
marsh7 yields the estimate 

o < Iw(r) I ~ Iw(r*) I exp { - L [V(p) - E]l dp} (8) 

for all r greater than r* under the assumptionS 
that VCr) is monotonically increasing with r beyond 
r"'. Thus the second integral of (5) is dominated by 

w
2
(r"') 1~ b2(r) exp {-2 t [Yep) - E U

], dp} dr. (9) 

Here we assume that b(r) grows sufficiently slowly 
at infinity for the integral in (9) to converge. This is 
ensured if b grows no more rapidly than a power of r. 

The error bound is completed by an estimate9 

for '1'2 (r*). If V (r) is bounded below by V mill and 
'1'(0) = 0, then the following elementary estimates 
can be found without difficulty: 

w2(r*) ~ iCE - Vm1n)(r*)i, q,2(r*) ~ (E - Vm1n)r*, 

w\r*) ~ 2(E - Y min)' • (10) 

More generally, estimates can be found with the 
help of the resolvent of some related operator HO. 
We suppose HO to be selfadjoint, expressed by 

(11) 

on a suitably defined domain ~HO that contains 'I' 
and q;, and to have a known resolvent kernel 
:leo(r, p, ~); that is, 

(HO - EO)-lv(r) = {O :leo(r, p, ~)v(p) dp (12) 

for all v in £2(0, Q» and all ~ not in the spectrum 
of HO. In terms of the approximating function 
q;*(r) defined by 

q;*(r) = LX> :leo(r, p, ~) 

X [YO(p) - yep) + E - EO]<p(p) dp, (13) 

the value of Iw(r*)I can be estimated by 

Iw(r*) I ~ Iq;*(r*) I + .:l(r*) , 

where .:l(r*) is given bylo 

(14) 

7 E. Titschmarsh, Eigenfunction Expansions, Part I 
(Oxford University Press, Oxford, 1962), 2nd ed., pp. 107-110, 
165. 

8 The restrictions on the monotonicity of V can be lightened 
and similar estimates obtained. 

g Some of the estimates given here might be used to im­
prove the bound given earlier for the first term on the right 
ill (5). Demonstrations of these estimates are given in the 
Appendix. 

10 The convergence of this integral requires that the 
singularities of VO at zero and infinity do not differ too 
greatly from those of V. 

.:l2(r*) = 1"" :Ie~(r*, p, EO) 

X [yD(p) - yep) +E - ED]2 dp 11q; - wW. (15) 

In terms of q; alone we can obtain the estimate 

Iw(r*) I ~ Iq;(r*) I + .:l(r*) + G(r*) (16) 

in which G(r*) is given by 

G2(r*) = 1"" :Ie~(r*, p,ED) dp II(H - E)q;W· (17) 

The terms in which E appears can be estimated 
easily by use of bounds for E. 

IV. EXAMPLE 

In our example we choose H an explicitly re­
solvable operator, and we compare our bound for 
the error with the exact error itself. 

We take H to be the Hamiltonian, 

Hv = -v" - (2/r) v , v(O) = 0, 

and B the multiplicative operator BvCr) = rver). 
The smallest eigenvalue of H is given by E = -1, 
with corresponding eigenfunction 'I' by 'I' = 2re- r

; 

thus, 

(BW, '1') = 41"" r3e-2r dr = I, 

and is the expected electron radius (atomic units) 
for a hydrogen atom in its ground state. 

We consider approximating vectors of the form 

<per) = 2aire- ar
, 

where a is a real parameter, and we apply our method 
to estimate I(Bw, '1') - (Bq;, q;)I. In our calculations 
we choose for simplicity E = -1. The exact error 
is, of course, known and is given by 

I(BW, '1') - (Bq;, q;)1 = I 11 - l/al· 
The approximation (14) is used to estimate 'I' (r*) , 
and the operator HD is chosenll as 

v(O) = 0; 

here :leo(r, p, - 1) is given by 

Xo(r, p, -1) = {e-rSinh P, 
e-_P sinh r, 

O<p":;r< co, 
t 
O<r~p< co. 

11 The domains of Hand HO are characterized as those 
functions v, v(o) = 0, which are, together with their first 
derivatives, absolutely continuous and such that Hv belongs 
to () and HOv belongs to (), respectively. [See, for example, 
the discussion of boundary conditions given in T. Kato, 
Quadratic Forms in Hilbert Spaces and Asymptotic Perturba­
tion Series (University of California, Berkeley, California, 
1955), pp. 137-140]. 
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FIG.!. Bound for I(INr, 'It) - (B"" ",)1. 

Explicit evaluation of the terms in our error bound 
gives 

b~ = 4, (BIP, BIP) = 3/0.2
, 

11
'It _ 112 = 2 (1 + 0.)3 - 8a

t 

IP (1 + 0.)3 , 

~2(2) = {4e- 4 {Sim; E dp 

- 8[sinh 2]2 [' e:
P 

dP} 1I'It - IPW, 

-2a -2 

11P*(2) 1 = 4at e - ~ , 
1 - a 

1~ b\r) exp {-2 t [V(p) + 1]' dp} dr 

_ 41'" exp [-2r(I - 2/r)'] d 
- 2 [(1 - 2/r)t _ 1]4 r. 

The last integral can be easily bounded from above. 
We have plotted our error bound, together with 

the exact error, as a function of a in Fig. 1. A 
graph of the lower bound to (B'It, 'It) discussed in 
Ref. 5 is given in Fig. 2. 

FIG. 2. Lower bound to (INr, 'It). 

APPENDIX 

In this appendix we obtain the point estimates 
for 'It used in Sec. III. 

The estimates given in (10) suppose that 'It 
vanishes at the origin. The first is that obtained by 

Titschmarsh/ p. 167, under slightly different hy­
pothesis on V. The second is demonstrated for all 
positive r by 

'lt
2
(r) = (L 'It' dp r 

and the third by 

'lt
2(r) = 2 L ~' dp 

~ 2{1o'" ('It')2 dp Y ~ 2(E - V miD)' . 

The demonstrations of the inequalities (14) and 
(16) start from the representation 

lP(r) = 10'" Xo(r, p, Ff)(HO - Ff)IP(p) dp 

for each IP in ~H' as follows from (12). Further, 
for IP in ~H as well, we may write 

lP(r) = 10'" Xo(r, p, EO)(H - E)IP(p) dp + 1P*(r), 

1P*(r) = 1'" Xo(r, p, EO) 

X [V0(p) - V(p) + E - EO]IP(p) dp; 

and with 'It in place of IP we have 

'It(r) = 10'" Xo(r, p, EO) 

X [VO(p) - V(p) + E - Ff]'It(p) dp. 

By applying Schwarz' inequality to the integral 
in the relationship 

'It(r) = 1P*(r) + 10'" Xo(r, p, Ff) 

X [VO(p) - V(p) + E - EO]['It(p) - lP(p)] dp, 

we obtain (14). Similarly, using Schwarz' inequality 
for the integrals in the relationship 

'It(r) = lP(r) 

- 1'" Xo(r, p, Ff)(H - E)IP(p) dp 

+ 1'" Xo(r, p, EO)[VO(p) - V(p) + E - EO] 

X ['It(p) - lP(p)] dp, 

the inequality (16) is obtained. 
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A complex space-time is constructed from physical axioms. Both gra,,:itational and electro~agnetic 
fields are approximations to parts of a geometric objec~ defined. on thlS co~plex s~a.ce, while other 
parts may represent strong and weak interactions. The mtersectlO~ of the ~m~ular~tIes ?f the three 
independent geometric invariants are identified as elementary partIcles. ~his ?de.ntificatlOn ~eads to 
geometric definitions of mass and momentum and suggests the geometrlC sIgnlficance of mternal 
quantum numbers. 

1. INTRODUCTION 

THEORETICAL physics is encompassed by the 
problem of constructing an homeomorphic and 

isometric subspace of the universe which contains 
one image of every equivalence class of measureable 
physical experiments. This first paper considers only 
the simplest aspects of a subspace representable by a 
complex space-time manifold. However, the results 
lead to an understanding of the nature of the elec­
tromagnetic field and its relation to the gravitational 
field (that is, to a "unified field theory") and of the 
geometric structure of an "elementary particle." A 
sequel will consider the topology of this complex 
space-time and its singularities in much greater 
depth and may be useful in the interpretation of 
strong and weak interactions and the geometric 
significance of "internal" quantum numbers. Each 
critical axiom will be stated in such a form that it 
has well-defined converse (i.e., the assertion of the 
converse proposition), and the experimental ob­
servation which makes the converse inadmissible 
in a physical theory will be briefly noted. 

2. TOPOLOGY 

If Z is the subspace homeomorphic and isometric 
to the universe with elements z E Z and Z' is a 
second subspace, with T a transfonnation such that 
Z' = TZ, then Z' is homeomorphic to the universe 
if and only if Tis bicontinuous (Ref. 1, p. 78). 

If w(Q) is a number-valued function and w(Q) = 
w(Q'), where Q C Z, Q' C Z', Q' = TQ, and T is 
bicontinuous and isometric, then w(Q) will be called 
a physical property; all other functions will be called 
unphysical. A transformation which does not change 
some physical property will be called unphysical; 
thus if T is bicontinuous and isometric, it is un-, 
physical. 

Axiom 1 (Separability.): Z is a normal, separable 
space of finite dimension n. 

By a theorem of Urysohn, that any regular sep­
arable space is metrizable, Kuratowski, p. 136,1 Z 
admits a positive metric. Since physics is based on 
measurement, the existence of a metric on Z is clearly 
necessary. 

By theorems of Hausdroff and Lavrientieff (Kura­
towski,l p. 316), the space Z is homeomorphic and 
isometric to a subset Zei) of a complete number­
valued space of dimension n. This correspondence, 
or "imbedding", may impose a different metric 
on Zeo from the Cartesian metric since the most 
general space of dimension n can be imbedded only 
in a Euclidean space of maximum dimension 2n + 1 
(Hurewicz and Wallman,2 p. 60). The subset Zw 
will be called a representation of the space Z, and 
the points z' E Z(;), representations of the elements 
z E Z. 

If Zer) is a similar representation of a second 
homeomorphic and isometric space Z' or, equiv­
alently, if Zer) is a second representation of Z, 
then any unphysical transfonnation ZCi) -+ Ze~lI 
that is, any coordinate transfonnation zr = zr(z'), 
must be bicontinuous and isometric on Z co and 
Zer)' The following index conventions will be used 
throughout: (a) indices from the beginning of an 
alphabet designate one coordinate system; indices 
from the end, a second coordinate system; (b) the 
summation convention holds for diagonally repeated 
indices; (c) vector indices, Brown3 designate higher-

1 K. Kuratowski, Topologie I (Monografje Matematyczne, 
Warsaw, 1933). . h (Pr' 

I W. Hurewicz and H. Wallman Dimens~on T eory m-
ceton University Press, Princeton, New Jersey, 1941). 

3 E. H. Brown, Absolute Tensors of Arbitrary Order, J. 
Res. Nat!. Bur. of Stds., 64 B, 99 (1960). 
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order objects, e.g., Wi (i) where i=i",= {iI, i2 ,· •• , i ... }, 
iI, i2 , ••• , i", = 1, ... ,nj (d) diagonally-repeated 
vector indices imply summation of terms for all 
states of the index vectorsj full vertical bars in­
dicate the covariant derivative, e.g., Wi I k. 

Axiom 2 (Complexity): The points i E Z(i) of 
the representation space are n-sets of complex num­
bers. 

If the points were always real, then reflection of 
the "space" coordinates alone on all of Z(,) to all 
of Z(,) (parity) would be bicontinuous and isometric 
and, thus, unphysicalj then, "weak" interactions 
would be invariant under such a transformation 
in contradiction to observation. 

Axiom 3 (Differentiability): Every representation 
space Z(,) admits a differential structure. 

Since the set of all differentials dzi at a fixed ele­
ment z forms a linear space, the coordinate trans­
formation z' = z' (z') imposes a linear transformation 
on the differentials, dz' = z~(Z)dZi. (More generally, 
a locally Euclidean group is isomorphic to a Lie 
group, Montgomery and Zippin,4 p.184.) The coeffi­
cients z~ define partial derivatives, al/az' = z~, 
and thus, by the generalization of Cauchy's formula, 
Behnke and Thullen,5 p. 40, imply partial derivatives 
of all orders zr = Z~.i • .... Accordingly, all co­
ordinate transformations are represented by ana­
lytic functions. Since bicontinuity implies that these 
functions can have neither multiple values nor es­
sential singularities, all coordinate transformations 
z' = Z' (Zi) must be meromorphic. 

Axiom 4 (Symmetry): If Zw is a representation 
of Z, then the complex conjugate space Z(,) = Zw 
is also a representation of Z. 

The comment on Axiom 3 suggests that the 
imaginary part of Zw is associated with particle­
antiparticle character. The present axiom reinforces 
this association by a requirement that particle­
antiparticle character be determined by a relation 
between points. Equivalently, whether an object 
is a particle or an antiparticle depends on an arbi­
trary assignment of some other object (this axiom 
could be called a principle of discrete relativity). 

Theorem 1 (Product Space): A representation space 
ZIi) of the universe is a Cartesian product of two 

4 D. Montgomery and L. Zippin, Topological Transfor­
mation Groups (Interscience Publishers, Inc., New York 
1955). ' 

5 H. Behnke and P. Thullen, Theorie der Funktionen 
Mehrer Komplexer Veranderlichen, Ergebnisse der Mathe 
matik Ill, (Julius Springer-Verlag, Berlin, 1934). 

conjugate complex spaces Z(a) and Z(ii) of equal 
dimension v, and n = 2v. 

The proof follows from Axioms 3 and 4: the 
transformations dz' ~ dzr = dz' must be analyticj 
since by Axiom 2, Zw is not everywhere real, 
this can be true if and only if dz' = {dsa, dti), 
or z' = {r a

, ti}, and r
ii = r a

, a = 1, .. : , v, which 
implies that dz' ~ dz' merely interchanges dza, dzii . 

The transformation z~ (i) then separates into 
the analytic transformations z~ = {z:(l), z:(zP)}. 
The two v-dimensional spaces Z(a) and Z(ii) are 
complex analytic manifolds (Steenrod,6 p. 209), and 
each has an n-dimensional quasi-complex real rep­
resentation in X(a) X Y(a). Also, the complex di­
mension and real dimension of Zw are equal, and 
Z(i) has a real representation in XI,,) X Y(,,). 

Defining Z(r) = det z~, then Z(r) = S(p)rm ~ 0, 
with equality occurring only at the isolated poles 
of z' (Zi) j thus, Z(i) is an orientable manifold and can 
be visualized as a two-sided surface, one side cor­
responding to the subspace Z (,,) and the other to 
the conjugate subspace Z(ii). Also, it is clear that 
the connection between a particle and its correspond­
ing antiparticle will be an order relation of the type 
{ta, tii} ~ W, tal. 

The relations Z(a) = P aZ(i), Z(ii) = P iiZU), 
X(a) = Re Z(i), and Y(a) = 1m Z(i) define four 
projections of Z(i). Since P a X P ii = I, P ii is the 
adjoint of P aj also, Z(i) can be called a self-adjoint 
manifold. The operator P a corresponds to interpret­
ing z' as a point, and P ii to interpreting Zi as an 
"antipoint." Since POland P ii are continuous op­
erators (Kuratowski/ p. 227), if l = cz" ra = 
PaZ" and rOY = Pal, where c is an arbitrary con­
stant, then rOY = csa and P acZi = cP aZi. Then 
rr = piil = PiiCZ' = cP,,-z' = crii and r'f = rOY = 
cra = erii. Therefore, all multiplicative constants 
defined on Z(i) must be real. 

Let za = o~z' + o~c' be a coordinate translation 
with an arbitrary set of constants c'; and let zr = 
A:bzal be a symmetric transformation in which, by 
the previous result, the coefficients A:b must be 

1 S· r Ar i i + 2Ar i i + Ar 'j. rea. Ince z = HZ Z ,jC Z ijc C IS a 
coordinate transformation, the coefficients A~jci are 
real, which implies the additive constants c' are 
real. Combining the two results, all physical con­
stants must be real. Also, the set of all unphysical 
transformations is a proper subset of the class of 
all analytic transformations: the coefficients of a 
Taylor or Laurent expansion of an unphysical trans-

• N. Steenrod, Topology of Fiber Bundles (Princeton Uni­
versity Press, Princeton, New Jersey, 1951). 
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formation must be real. The following theorem is an 
immediate consequence. 

Theorem 2 (Imaginary Origin): The subset XC Z 
whose representation is X Ca ) is invariant under 
unphysical transformations of Zw and, thus, X is 
both a proper subspace and a retract of Z. 

Theorem 3 (Reality): All differentiable scalar func­
tions W(Zi) defined on Zw must be real. 

Proof. by Axiom 4, if u(xa, ya) = Re w(zt then 
dw = iOiwdzi = !(oawdza + Oiiwdzii) = (dxaoza + 
dyao.a)U = du; thus, W(Zi) can differ from a real 
function only by an additive constant. But, from 
the previous paragraph, this constant also must be 
real and, therefore, W(Zi) is real. 

Since the imaginary part of an analytic scalar 
is determined to within a constant of integration 
by its real part, the relations W(Zi) = Re w(sa) = 
Re W(Sii) define two conjugate functions w(sa) and 
W(Sii) analytic on ZCa) and ZCii), respectively; thus, 
any scalar W(Zi) can be written in the form W(Zi) = 
![w(sa) + W(Sii)]. Analyticity requires that w(sa) 
and W(Sii) satisfy the Cauchy-Riemann equations 
OiiW = oaw = 0 and, thus, W(Zi) and 1m w(sa) = 
-1m W(Sii) are harmonic on X Ca ) X YCa). In par­
ticular, w(xa, ya) must be an even function of Ya. 

In a generalized sense, W(Zi) is an analytic func­
tion of Zi since all of its derivatives OkW(Zi) exist 
and it always satisfies OiiOpW(Zi) = 0; and, thus it 
is the property of analyticity that restricts w to 
the form w = !(w + w) rather than the exponentially 
corresponding function w' = (w'w')! which is real 
but not analytic. Also, a study of scalars on Z can­
not be reduced to a mere study of harmonic functions 
on X Ca ) X YCa) since the only physical scalars will 
be topological or geometric invariants. In particular, 
the nonconstant geometric invariants, such as re­
sult from contraction of high-order tensors, will 
introduce a more complicated structure than that 
of harmonic functions defined a priori on a real 
space. 

Since Urysohn's theorem affirms the construct­
ability of a positive metric on Z, such a metric 
can be used to define bounded subsets of Z. For a 
bounded subset Q C Z, if a frontier of Q exists, 
this frontier must also be physical (that is, definable 
by an analytic relation on Z(i». But the frontier 
of any set of dimension n must have dimension 
n - 1 (Hurewicz and Wallman,2 p.48), and thus 
cannot be complex analytic. Thus, no bounded, 
physical, infinite subset Q C Z possesses a connected 
frontier. However, in any locally Euclidean space 

(a space for which a neighborhood of a point can 
be mapped isometrically on a neighborhood of 
the origin of Rn), sufficiently small infinite subsets 
exist which are closed and possess connected fron­
tiers. The property of being not locally Euclidean 
may arise because of an indefinite metric or be­
cause the space is not simply connected; but, for 
Z the first reason cannot apply. Since X is an in­
variant subspace of Z, the next theorem follows im­
mediately. 

Theorem 4 (Compactness): Neither Z nor its real 
invariant subspace X are locally Euclidean, and Z 
is not simply connected. 

Since none of the subsets Y C Z defined by 
Xi = constant can be locally Euclidean, then X Ca ) 
or YCa), or both, must be "closed" (i.e., compact, 
or closed in the same sense as for surfaces). In the 
next section, a study of the Riemannian curvature 
will prove that if X is closed then Y is open, and 
conversely. But, if Y is noncompact, a fixed Y­
origin cannot be introduced by the topology, that is, 
X cannot be an invariant subspace of Z for the 
Brouwer fixed-point theorem does not hold on a non­
compact space; conversely, possession of an isometry­
invariant point is characteristic of compact Rie­
mannian spaces (Helgason/p. 241 ff. or Dunford 
and Schwartz,S p. 459). Then, X must be open and, 
since it cannot be locally Euclidean, must have an 
indefinite metric. 

Theorem 5 (Metric): The subspace X C Z must 
be open (i.e., noncompact) and the subsets Y must 
be closed (i.e., compact); the physical metric on X 
induced by the positive-nondefinite physical metric 
of Z must be indefinite. 

Although X must be open, a bounded subset 
Q C Z can be chosen arbitrarily to be compact 
in X Ca ) and, thus, in both X Ca ) and YCa)' Then, 
Q is representable by a topological product of quasi­
complex spheres in X Ca ) X YCa" that is, spheres 
representable by complex spheres in ZCa) or Zeal, 
of which at least two must differ in dimension since 
the X-metric is indefinite (Steenrod,6 p. 207). Thus 
a theorem of A. Borel and Serre, see Steenrod,6 
p. 219, (that the only spheres which are quasi­
complex have complex dimension 1 and 3) implies 
the inequalities v ;::: 4 and n ;::: 8. For the remainder 
of this study the equalities v = 4 and n = 8 will 

7 S. Helgason, Differential Geometry and Symmetric Spaces, 
(Academic Press Inc., New York, 1962). 

8 N. Dunford, and J. T. Schwartz, Linear Operators (Inter­
science Publishers, Inc., New York, 1958). 
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be introduced on empirical grounds. An important 
comment may be made that, since the restriction 
of the group of isometries on Z to a subset Y is a 
finite Lie group, the isometries on Y will lead to 
discrete "internal quantum numbers." 

3. GEOMETRY 

On any Riemannian space the metric will have 
the form of an integral along a geodesic of a line 
element defined by a symmetric quadratic form. 
Thus, the line element dx on Z (i) may be written 
in terms of the quadratic form 

(1) 

in which the metric tensor go; separates into four 
blocks, gil = {gaB, gaP, gall, gall}. Since dl is real 
and dz" self-adjoint, i.e., dr" = d~a, gi; must be 
also self-adjoint. Then both of the partial quadratic 
forms ga8d~ad~fj + galld~ad~ll and ga~d~ad~ + 
ga~~lid~P are also real. Mathematical simplicity 
led Kaehler to choose gij = {gaP, gaP}, with gaB = 

gall = 0, as a metric tensor, and a number of mathe­
maticians have conducted extensive research on 
manifolds with Kaehler metrics. But, on a complex 
manifold, gaP and gall satisfy the equations 

ga/J = aaaIlW(~k), gall = aaapW(~~, 

(Yano and Bochner,9 p. 123). Thus, by Theorem 3. 
on the reality of physical scalars, ga8 = gaP = 0 
on the physical space ZCi)' The following theorem 
is an immediate consequence. 

Theorem 6 (Line Element): The line element on 
ZCi) is defined by the quadratic form 

ds2 = !{ga/J«(() d~a d~/J + gap(~f) d~a d~lJ}, (2) 

where ga/J«(() is a symmetric tensor analytic on 
ZCa) and gap(~f), a symmetric tensor analytic on 
Z(ii). Equivalently, the line element on X Ca ) X 
Yea) is defined by 

ds2 = g!~(x'Y, y'Y)[dxa axtJ _ dya dy/J] 

- 2g~~(x'Y, y'Y) axa dyil. (2a) 

On Z, the metric (or distance function) for two 
arbitrary elements Zl, Z2, will be given by d(Zl, Z2) = 
f::o ds, where ds is the line element of Theorem 6 
and C is a geodesic common to Zl and Z2' Since the 
metric on X is indefinite of signature 3, the "tensor" 
g!~ also will be indefinite of signature 3. But, the 
imaginary "tensor" g~8 can be obtained from g!~ 

e K. Yano, and S. Bochner, Curvature and BeUi Number8, 
(Princeton University Press, Princeton, New Jersey 1953). 

by an integration of the Cauchy-Riemann equations, 
which leaves the signature unchanged. Therefore, 
gall' gall, and gil must be all indefinite of signature 3. 
Then, the fact that the metric d(Zl' Z2) on Z must 
be positive-nondefinite leads to the following the­
orem. 

Theorem 7 (Geodesic): If two elements Xl, X2 in 
the subspace X are separated by a spacelike co­
ordinate interval, a geodesic C between them cannot 
lie entirely in X; if two elements Yl, Y2 in a subset 
Yare separated by a timelike coordinate interval, 
a geodesic between them cannot be entirely in Y; 
thus, all geodesics entirely in X must be timelike, 
and all geodesics entirely in Y must be spacelike. 

Since the indefinite metric on X cannot be a func­
tion of y" that is, d(Xl' X2 + ~x) - d(Xl' X2) must 
depend only on ~x, a geodesic between two elements 
Xl, X2 in X separated by a spacelike coordinate in­
terval must travel completely around a compact 
subset Y. Thus, the y-component of the path will 
contribute only a constant to the metric, and this 
constant will disappear in the comparison of two 
spacelike intervals or in the definition of distance 
by reference to a standard length. For two elements 
Y1, Y2 in Y separated by a timelike coordinate in­
terval, the fact that X is open implies that a physical 
metric cannot be defined on Y alone since the dis­
tance must always depend on the x-component of 
the path. 

For a positive-nondefinite metric, the axiom of 
definiteness, d(Z1, Z2) = 0 ~ Z1 = Z2, Dunford and 
Schwartz,S p. 18, must be dropped. Frequently, the 
implication Z1 = Z2 -+ d(Z1' Z2) = 0 is retained 
alone but, on Z, both this and the inverse implica­
tion must be discarded. For any element Z E Z 
is connected with itself by a completely spacelike 
geodesic over a subset Y and, thus, d(z, z) = kL, 
where L is a constant and k an integer. Clearly, 
the remaining metric axioms remain unchanged. 

A separable metric manifold will possess an affine 
structure, Helgason,7 p. 84, and a unique connection 
which is torsion-free will always exist (Kobayashi, 10 

p. 158). Thus, at an arbitrary point in Z(i), a co­
ordinate system za can be chosen such that, for any 
arbitrary tensor ta(i) the covariant differential is 
equal to the ordinary differential Dta = dt-. Then, 
writing z~ = z~:z~: ... z~:, in an arbitrary system 
z· at the same point, 

Dtl = dtl + tJzj~! dl, 

10 S. Kobayashi, and K. Nomizu, Differential Geometry 
(Interscience Publishers, Inc., New York, 1963). 
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or, defining the covariant derivative tl I", = Dtlldz'" 
and the affine connection r~ll> = ZjkZ! at the point, 

I I· I 
t Ik = Okt + tlr. Jk . (3) 

Applying (3) to the metric condition giJlk = 0, where 
gil = gl .. l. = gi,;,gi.i • ••• g'.i., leads immediate 
to 

(4) 

where r llk is defined by gjhr~jk. 
Since rlJI> is determined by z! = {z:, z~) and 

glj = {g ,,~, g iial, the affine connection r:Jk' the 
Riemann-Christoffel curvature tensor R~Jkh' and the 
Ricci tensor Rik = R~iU must also separate into 
analytic adjoint blocks, 

r~jk(l) {r~h(l), r~h(i)) 

R:ikh(Zl) {R.~.,.&(z·), R}'i8(Zi)) 

Rik(l) = {Ra/l(z"'), RaP(z"i)). 

Also, since zp(za) is analytic, z:/l = z~a, which implies 
the affine connection for m = 1, is symmetric, 
r: i ", = r:ki • 

In General Relativity, Einstein postulated the 
indistinguishability of accelerations due to gravita­
tional fields and accelerations due to curvature of 
space-time. Here, the "equivalence principle" will 
be taken to its limit. Later, the manner in which 
the concept of the trajectory of a particle moving 
in a field is abstracted from a more general geometric 
structure will become clear. 

Axiom 5 (Equivalence): No forces exist in nature. 
Then, the world lines of all particles must be ge­
odesics. Apparent forces or force fields are merely 
interpretations of the components of the complex 
curvature of space-time. If the unit vector Wi (i) = 
dzilds = {wan'')'), WiiG'''i)) is the complex 4-velocity, 
the equations of a geodesic (the equations of motion 
of a particle) are then 

(5) 

or 

dwalds + r a wfJw'" = 0 ./l')' , (6) 

dw ii Ids + r~plwPw"i = o. 
Equivalently, in X(a) X Yea) these equations may 
be written in terms of real and imaginary parts as 

(7a) 

(7b) 

where r~/l'" = r~;:; + ir~~,; and wa 
= U" + iv". 

S· Re /l 1m fi d Re fi + 1m fJ InCe U'" = g"fJU - g,,{lV an v" = g",/lV g",{lU, 

the subsidiary condition that Wi is a unit vector, 
!WiW

i = 1, can be written in the simple form u",u" -
v"v

a = 1. 
In a fixed system, the relativistic equations of mo­

tion may be considered equivalent to the classical 
equations plus an apparent unit force, -r;.,.ufiu-r, 
but the classical form of this force (that derived 
from the Newtonian potential) can be only an ap­
proximation. On Zw, however, even equivalence 
depends on approximation, since exact solutions 
ua(s), va(s) are coupled by the pair of equations 
(7). Also, separation into real and imaginary parts 
is a covariant procedure only for scalars. 

If powers of va can be neglected, (7a) reduces to 

(8) 

The similarity to the general relativistic equations 
of motion with electromagnetic field (Bergmann, 11 

p. 193), 

du" Ids + r~/l.,.u/lu'" - elmc3 F~fJufJ = 0, (9) 

suggests that F.~elmc3 is a classical approximation 
to 2r~~,;v-r, and that v" (or, possibly, only its time­
like component) is related to charge. 

For any physical object w" = utI + iv", y­
symmetry implies [ou')'ua]._o = 0, thus [o",')'va]._o = 0 
for all x\ or va = constant on X(a). But the only 
constants are scalars, linear combinations of o~, 

and zero tensors. Thus, on XC,,) : ya = 0, o",,,yP = 0, 
Y:/l = 0, g~6 = 0, r~6'" = 0, R~6 = 0; also, for 
the 4-velocity, va = constant, and dv" Ids = 0. 
Then, for y" ¢ 0, but sufficiently small, va is ap­
proximately constant. The usual affine transforma­
tion law now separates into 

r
pRe "-' r"Re p /l ')' + " p .UT "-' ./l')'XaX~T XUTX" , (10) 

r~;~ ~ r~;;x:x~~, 

that is, r~~,; ~ gi!r!poy transforms approximately 
as a tensor. 

Writing 

th . rIm .,. th t 1!l 1m oy . . I en ill ,,{loyV e erm 7J.U",.,.g,,{lV IS eqmva ent to 

Th r Im.,. rIm oy rIm",· . us, "/l.,.v = la/ll1'V, or ,,/loyv IS approx1,-
mately skew-symmetric. 

11 P. G. Bergmann, Introduction to the Theory of Relativity 
(Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 1946). 
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Using the approximate tensor character and ap­
proximate skew-symmetry of 

leads immediately to the equation 

RIm B "" (r,.ImVIl I 
"IlV "" • "Il ',., (11) 

which appears similar to the Maxwell equation with 
current, (Barut,12 p. 94) 

(12) 

The approximation j" ~ R~pvll can be valid only 
if the equation for the dual, r* "I,,. = 0 (which 
is not an identity in a nonflat space), or equivalently 
the continuity equation 1"1." = 0, is an additional 
result. Writing the contracted Bianchi identity 
G~"I'\' = 0 in the form (G: .. w"I.,. = 0, then the three 
conditions RIm ~ g;~R~p ~ 0, (G::·u"I.,. ~ 0, and 
approximate skew-symmetry, imply 

(G: .. w" I.,. - (G::V' I,,. ~ _(R:~mv" Is,. ~ 0, (13) 

which confirms that j" = R:~mv" appears as a 
divergenceless 4-current density in the limiting ap­
proximation. Thus, the "electromagnetic field" is 
an approximation to the imaginary part of the 
affine connection on Z,," and the two Maxwell's 
equations are approximations to "field equations" 
satisfied by this affine connection. 

To clarify the nature of the approximation in­
volved, an additional axiom may be included: 

Axiom 6 (Asymptotic): At large real spacelike co­
ordinate intervals between particles g",fi(Z") ~ TSafJ, 

where T is an orthogonal transformation and S"fJ 
is the Lorentz matrix 

S"fi = ( -1 -1 -J. 
Then, since lim r~fJ" can be taken as zero, g~p, 

r~~,;, etc., are zero for all y" at large x. Thus, the 
accuracy of the approximation for fixed y" will in­
crease with the distance. 

A second type of approximation can be obtained 
by assuming u"u" ~ 1 in the equation u"u" -
v"v" = 1. However, u"u" is an invariant only on 
XC,,) and, thus, u"u" ~ 1 results in a physical ap­
proximate theory only if y" is small. Therefore, 
the results are the same, that is, the classical theory 
is a limit for classical real 4-velocities. A different 
limit cannot be obtained by assuming v"v" ~ con­
stant (since the only such limit which can be co-

n A. O. Barut, Electrodynamics and Cw'88ical Theory of 
Fields and Particles, (The Macmillan Company, New York, 
1964). 

variant is v",v" ~ 0, which may occur when the 
llinternal" coordinates y" ~ 0). 

Equation (7a) for the real part u" of the velocity 
contains three apparent forces - r",R·ufiu" r",R·vBv,. , .fJ,. ,.fJ,. , 
and 2r~~';ullv". Two of the "forces" depend on the 
"internal states" v" of the particle moving in the 
"field" r~fi'" but all three interactions conserve 
"parity," since all contain an even number of im­
aginary factors. However, the motion of a particle 
depends indirectly, through v" and Eq. (7b), on 
three other interactions - r"Imullu" raImlv" and , .fi,. , .fJ,. , 
-2r~:;ullv'" which cannot conserve parity, since 
all contain an odd number of imaginary factors. 

If an indicator E (Synge and Schild,13 p. 97) is 
introduced in the form (1) to distinguish timelike 
from spacelike vectors, the magnitude of an arbi­
trary vector Wi becomes 

I 1
2 1 ) I i W = 2E(W gijW W , 

where E = ±1 when sgn (gi;WiW
j
) = ±1. In Zco, 

four extreme cases must be distinguished: (a) Wi 

is real-timelike, E = + 1; (b) Wi is real-spacelike, 
E = -1; (c) Wi is imaginary-timelike, E = -1; 
(d) Wi is imaginary-spacelike, E = + 1. Thus, the 
indicator of an imaginary vector is the negative 
of the indicator of a real vector having the same 
timelike or spacelike character. 

The Riemannian curvature Kco of a section of 
Zco formed on two vectors WI and W2 is given by 

where R!p,., is the real part of R"fJ,.,; and, for two 
imaginary vectors v{ and v~, K~o is 

Thus, if the components of a pair of real vectors 
are numerically equal to the respective components 
of a pair of imaginary vectors, the real and imaginary 
sectional curvatures are equal, Kco = K~i). 

For a space with a positive-definite metric form, 
if K ~ 0 everywhere the space is noncompact and, 
if K > 0 everywhere the space is compact (Helgason,7 

p. 205). With an indefinite metric form, a simple 
connection with the topology is obtained only if 

18 J. L. Synge and A. Schild, Tensor Calculus, (University of 
Toronto Press, Toronto, 1949). 
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the two vectors in K (WI' w2 ) are close enough to 
have the same indicator E. Then, the above in­
equalities must be replaced by EK :::; 0 everywhere 
for a noncompact space, and EK > 0 everywhere 
for a compact space, Synge and Schild/3 p. 97. 
But, the three conditions KW(UI, U2) = 0, 
K(i)(VI' v2 ) = 0, and the Bianchi ident~ty ~ay ~e 
used to define the points at real, spacelike, lllfi.lllte 
coordinate intervals of Axiom 5 and thus, Kco (UI, U2) 
and K(i)(VI' v2 ) can be taken as nonzero at all finite 
intervals. Then, either X is noncompact and Y 
compact, or conversely; but, as shown in the last 
section the existence of an imaginary origin implies 
only the former is valid in Z, i.e., the subspace X 
is noncompact and the subsets Yare compact at 
all finite intervals. 

4. SINGULARITIES AND PARTICLES 

The above analysis permits identification of the 
geometric structure of an "elementary pa~ticle:" 
By the Cayley-Hamilton theorem, the Elllstelll 
tensor Gi; has, at most, four principal invariants; 
but, the reduced Bianchi identity implies that, at 
most three of these are independent. 

D 'fi . g • I. - .i, .i. ... .i. G I. = Gi'Gi • ... e run Uk. - uk, Uk. U"., k. 10, k. 

Gi
• and ek

l
• = (l/p!)a~l.l, where [ 1 indicates com-

k'P']II II • • 

plete skew-symmetrization of iv, then the lllvan-
ants of Gik are given by G(v) = ie~:G~:. None of 
the invariants G(v) can be constants for then the 
asymptotic Axiom 6 would imply that they were 
everywhere zero and Z would be empty of physical 
content. Then, the Liouville theorem requires that 
each of the invariants have at least one singularity 
inZ. 

Each singularity forms an analytic subspace of 
three complex, or six real dimensions. However, 
the intersection of the singularities of three inde­
pendent invariants is of one complex, or two real 
dimensions. By a theorem of Hartogs (Behnke, 
and Thullen,5 p. 50) the singular subspaces must be 
unbounded and, since they are independent and 
analytic, their mutual intersection must also be. un­
bounded. Since the space itself is closed in one dIrec­
tion and open in the other, the same must be true 
of the singular intersection; that is, the intersection 
must form an infinite tube. . 

f IG ." The eigenvalues of Gik are the extrema 0 2" ikW W 
under the subsidiary condition 

(J 1. - Ii ii 1 iXga(JwaW + 2Xgiiiiw W = . 

Setting X = p, + iv, the determinantal condition 
for a solution can be separated into the real equations 

f(p., v) = p,4 - 4a l l + 3a2(v)l- 2aa(v)P, + aiv) = 0, 

where primes indicate v-derivatives and 

a l = i-G~:), 

a2 = !{ G~i + 3G~ov - 6l}, 

aa = ! {G~·) + 2G~~v - 3Gfi·)l} , 

GR. + GIm GR. 2 GIm a + 4 a4 = (4) (3)V - (2)V - (l)v II , 

GIm GR. GIm 2 + GR. a as = (4) - (3)V - (2)V (l)1I • 

(14a) 

Both of Eqs. (14) can be made of the fourth degree 
in p, and v by a rotation in the 71, II plane. A 
criterion of B6cher,14 p. 206, shows that 1(J1., v) 
and g(p., II) are relatively prime, which implies that 
there are only a finite number of discrete solutions 
(J1.., II.) of (14), determined by the intersections of 
the "root curves" of I = 0 and g = O. The 
Cauchy-Riemann equations, II' = g., I. = g", re­
quire the curves I = 0 and g = 0 to be mutually 
orthogonal at every such intersection. If (14b) has 
three real root curves, then there are a minimum 
of six intersections; thus, the condition that Gill 
has exactly four eigenvalues requires that (14b) 
has exactly one and (14a) exactly lour real solutions. 
The invariants G~·)·Im must satisfy two real in­
equalities involving the discriminants of (14a) and 
(14b) for this number of real solutions. These in­
equalities do not have an immediately clear physical 
significance. 

Denoting the solutions of (14) by Ga = J1.(a) + 
ill(a), the contracted Bianchi identity becomes 
aaG" = 0 in a Riemann normal coordinate system 
oriented in the "Ricci directions" determined by the 
solutions wi,,) of the extremum problem. Since the 
indicator E of a vector is an invariant, three spacelike 
vectors can be permuted into each other by an un­
physical transformation; but timelike and space­
like vectors cannot be interchanged. This implies 
that three of the eigenvalues G" can be permuted 
with each other and can be termed "spacelike," 
while the fourth, 00, must be "timelike." Continuity 
requires the identity a aGa = 0 to hold at singularities 
if one or more spacelike eigenvalues Ga become 
singular; thus 00 must also be singular and the 
time ZO must be one of the coordinates in any singular 
subspace or intersection of singular subspaces. 

Since the time i cannot be determined from the 

14 M. Bacher, Higher Algebra, The Macmillan Company, 
New York, 1907). 
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equations of a singularity 1/00 = l/G" = 0, a 
detenninantal condition must be satisfied for the 
existence of solutions z" (GravesI5

, p. 138); equiv­
alently, l/G" must be regular in za and ljGo, ir­
regular in zO. [Throughout this development, indices 
ex, fJ ••• will be reserved for spacelike components 
and the time index will be used explicitly; also 
parentheses, e.g. (ex), will be used to prevent sum­
mation.] Therefore, a spacelike coordinate trans­
formation z 'Y ~ t'Y, ZO = to will reduce the general 
Laurent expansion Ga = 2::--", C~kZork of Ga in the 
neighborhood of its singularity into a Laurent ex­
pansion in one variable t a alone (for coordinates 
only, z'Y-·, = z-'Yk, = l/z'Yk, and 2: ki = k). 

Writing l/Ga = l(a)kt"\ the asymptotic condi­
tion 6 implies, l(a)k = 0 for k ::; 0 and the regularity 
condition implies a(a)(l/Ga) ~ 0, l(a)1 ~ 0; also, 
for small t a

, higher tenns can be neglected. All of 
the spacelike eigenvalues can then be expressed 
in the fonn Ga = 1 (a) t a in the neighborhood of their 
singularities. Integrating the reduced Bianchi iden­
tity then requires 00 to have the fonn 00 = t01 at! + 
fer 'Y)' The function of integration fer or) also can 
be taken as linear in each t 'Y' that is, f(t 'Y) = cat a 'Y 
n1Pl 'Y t~t or + mtlr2ra, fJ ~ 'Y. The condition that 
G(l) (t'Y) be an invariant function of its eigenvalues 
(aG(l)/aOO) = aG(o/aGa = 0), however, implies 
Ca = -1 a. Therefore, in an appropriate coordinate 
system, the eigenvalues of G a~ are 

00 = r01ar~ - lara - n1~Fr~ror 

(15) 
G" = l(a)r". 

Retaining only tenns in rlr2ra for reasons clarified 
below, the invariants of Ga~ can be written 

G(1)(r a
) = mrlr2ra + '" , 

G(2)(ra
) = -3n1l1213rlt2ra + 

G(3)(ra
) = Gw(r") = 0 + (16) 

mo = 0, 

G~(l) = G~G~ = G(~) - 2G(2) = -2G(2)' 

Expressions (15) and (16) show that .!f f dro = 0 
(where the path is the boundary of a connected 
Hdisk" on the rO-tube) for all of the components, 
eigenvalues, and invariants of G .,{J. Given a space­
like, connected 3-polycylinder whose projections onto 
the r\ r 2

, r3 surfaces have radii El, E2, Ea > 0, then 
the operator 

16 L. M. Graves, Functions of Real Variable8 (McGraw-Hill 
Book Company, Inc., New York, 1946). 

resm = lim (2
1 ~3 J. d3 r 

,,,-0 7r1, r 
(3) 

will annihilate any of the components, eigenvalues, 
or invariants of G.,(J at any point z" not on the inter­
section of all three independent singularities. On 
the singular intersection, however, 

and 

res(3)GO = m, 

res(3)G a =0 

res (3) G(l) m, 

res(3)G(2) -3n1'1213
, 

res(3)G(3) = res(3)GW = 0, 

res(S)G~(l) = 6n1 11213
• 

(17) 

(18) 

In the case of several singular intersections, G afJ 

can be written as a product G "P = G'.!~G(!~ ••• such 
that each factor has exactly one such intersection. 
Applying reSeal at a point on one interse<:Jtion to 
both the fonnal geodesic equation (5) and the 
differential equation relating r;'Y to G "fJ is, then, 
equivalent to replacing r{J'Y by (l/m)r;;, where 
r;; is the field "due to" all other intersections. 
Therefore, the invariant residue m must be identical 
with the rest mass of a particle and the singular 
intersection must be the corresponding IIcomplex 
world line." Also, reS(3) is an operator which trans­
fonns a "field representation" into a "particle rep­
resentation." 

In General Relativity, Einstein assumed that 
Gik = 0 in the absence of matter and Gil. = Tik 
in its presence. For a complex space, these equations 
correspond to reS(3) Ga~ = 0, in the first, and 
res(S)G.,{J = Ta{J, in the second case. From the view­
point of this study, the second equation is tau­
tological since both G a{J and T a{J are geometrical 
entities. Instead, the problem is one of correlating 
the geometrically-defined entities with those which 
have been already been assigned names in partiCUlar 
experiments. 

Equation (17) implies that the only eigenvector 
(of the extremum problem for Ga.{JwawP) with an 
eigenvalue whose residue does not vanish at a "par­
ticle" must be timelike, w~O) = twO, 0, 0, O}, in a 
"center-of-mass" coordinate system. Defining Po. = 

Ga.{Jw~O)' p" = Gpw~O)' then res(3) p"w~O) = m. If 
w~O) (t'Y) is an analytic vector field in the neighbor­
hood of the particle, the vector pa = reS(3) pa 

also must be timelike. Because w~O) is timelike, 
its real part can be subjected to the subsidiary 
condition uaua = 1; its imaginary part va cannot 
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satisfy such a condition. However, the extremum 
problem for G ",puauP leads to the same eigenvalue 
with nonvanishing residue m. Defining p'" = k a + 
ih"', then k'" = reS(3l Gpu

p 
and res(3} GapuauP = m, 

or kak'" = m2
• Thus, k'" is the ordinary real 4-

momentum of particle dynamics. 
The definition p'" = k'" + ih'" = res(3} p'" implies 

p2 = !p,pi = !(p",pa + Papa) = k",ka _ hah'" = 

m~, where mo is the" absolute mass" as distinguished 
from the rest mass m. With the exception of the 
sign change for h2 required by the non-Kaehlerian 
metric, the formula m~ = m2 

- h2 is the same as 
that suggested by Barut16 for the mass-splitting of 
particle multiplets. However, the absolute mass mo 

16 A. O. Barut, Nuovo Cimento 32,234(1964). 

can be directly related to the other invariant residue 
of G",p. The quantity reS(3l p",pa must be equal to 
the eigenvalue with nonvanishing residue of the 
extremum problem for G"'''IG~wawp. First applying 
the operator reS(3l, the nonzero residue must sat­
isfy the eigenvalue equation p.4 - reS(3l ~(1}p.3 + 
o ... = 0, or p. = reS(3) ~ (ll' Thus, mo is given by 
m~ = reS(3l ~(ll = 6n111213. 
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The action of the generators of the Poincar6 group on the basis functions spanning an irreducible 
representation [ml, 8S) (m > 0) and labeled by the eigenvalues of the energy, orbital angular momentum 
and spin, and the projections on a fixed axis of the two latter are considered. The explicit canonical 
representation of the generators (1.1) are used. The formulas are derived first for the zero-spin case 
(Sec. 2) and then for the general case (Sec. 3). It is shown that our L-S basis permits a much more 
compact and systematic derivation of the formulas than the basis involving total angular momentum 
and helicity, which is considered by Lomont and Moses. The separation of the orbital and spin parts 
allows us also to display explicitly the role played by the "canonical" definition of spin. 

1. INTRODUCTION 

T HE explicit forms of the infinitesimal generators 
of the Poincare group in the unitary canonical 

representation1 are (for nonzero rest mass m > 0) 

pO = [(P2 + m2)];, P 

N = -ipO(iJ/iJP) - [(P x S)/(pO + m)], (1.1) 

M = -iP x (a/ap) + S. 

They satisfy the well-known commutation relations 
of the group and an irreducible representation [m2

, i] 
is specified by the eigenvalues of p2 and S2. Here 
S are the usual (28 + 1)(28 + 1) Hennitian spin 
matrices. 

Let us now consider an irreducible representation 
whose basis vectors are characterized by the eigen­
values of the operators 

(1.2) 

where 

L = -1.P x (iJ/iJP) == -P xX[X = i(a/iJP)] (1.3) 

is the orbital part of the angular momentum op­
erator. L is used to replace the operators p which 
is generally used to label the basis vectors. We 
propose to investigate, in the following sections, 
the action of the infinitesimal generators on such 
a basis. 

Lomont and Moses2 have derived the required 
results using a basis characterized by the eigenvalues 
of the operators 

Their derivations are however very long and com­
plicated, particularly for the case m > 0, which, 

1 A. Chakrabarti, J. Math. Phys. 4, 1215, 1223 (1963); 
5, 922, 1747 (1964); These, Universit6 de Paris. 

I J. S. Lomont and H. E. Moses, J. Math. Phys. (I) 5, 294 
(1964); (II) 5, 1438 (1964). 

we propose to study. It will be seen that the use 
of an L-S basis pennits us to derive the correspond­
ing results in a very much more compact and syste­
matic way. (Since the helicity operator does not com­
mute with L, the use of this latter is not indicated 
for particles of zero rest mass which are supposed 
to be always in eigenstates of helicity.) 

We will first derive the results for the case of 
zero spin (Sec. 2). Both P and N act as tensor 
operators of rank one, and Wigner-Eckart theorem 
can be employed, leaving only the" reduced matrix 
elements" to be determined from other conditions 
to satisfied. This simplifies the task considerably. 
And once this part of the work is done the generaliza­
tion necessary for the case of nonzero spin (Sec. 3) 
is trivial in our case, though the results for N con­
tain more tenns corresponding to the part 

-(P x S)/(PO + m) (1.5) 

of (1.1). 
Since eigenstates of the total angular momentum 

M2 (and M 3
) may be constructed by coupling the 

L-S states [see (1.8)] as usual, we can write down 
explicit expressions for such states as 

Our technique also permits us to display explicitly 
the particular role played by the "canonical" de­
finition of spin. 

For the two fundamental inequivalent "spinor" 
representations, we obtain a representation of the 
generators on replacing in (1.1) only N by 

N = -ipO(a/ap) ± is. (1.6) 

Thus when considering a representation with non­
zero spin we have (if S is considered as the operator 
appearing in the spinor representation) to add to the 

426 
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case of zero spin formulas for N only the effect of . 

±is (1.7) 

Whereas for the canonical definition of S we have 
to use (1.5), which lead to (3.2). 

We start with a basis rp(Ella8a) with the normaliza­
tiona 

(rp(E'l'l~8~)rp(Ella8a) = 2 Ip'l 5(E' - E)m'Mal~58a8~ 

(1.8) 

and an inner product 

J dE 
(!/Iif» = L -2 I I (iftrp(Ella8a)(rp(Ella8a)if» 

lIa.a P 

= L J dE ift*(Ella8a)if>(Ella8a). 
11383 

(1.8), 

(We have suppressed the labels [m2
, 8

2
] which specify 

the irreducible representation.) The matrix elements 
of pO, L, and S are given by 

POrp(Ella8a) = Erp(Ella8a) , 

L2rp(Ella8a) = l(l + 1)rp(Ella8a), 

Larp(Ella8a) = larp(Ella8a) , 

(Ll ± iL2)rp(Ella8a) 

A. Matrix elements of P 

Let us consider the action of the generators 

p,O) = p a, p,u) = =F(I/V2)(P1 ± ip2
). (2.2) 

These operators leave the eigenvalue E unaffected 
and act only on l, la' The relations 

[L\ pi] = iE/{J>k (2.3) 

imply that the P (0) 's are tensorial operators of 
rank 1. Hence, according to the Wigner-Eckart 
theroem, we must have 

P'o)rp(Ella) = L (2l' + I)-l(Iq, lla Il'lD 
I' 

X (l' IIPlll)rp(El'l~) (q = -1,0, +1), (2.4) 

where the Clebsch-Gordan coefficients imply that 

l' = l, l ± 1 and l~ = la + q. (2.5) 

Our essential task is the evaluation of the reduced 
matrix elements 

(l' IIPIIl). 
To this end we utilize the condition 

P2rp(Ella) = (P~O) - 2P'+llP(-1»)rp(Ella) 

= p2cp(Ella) (p2 = E2 _ m2
). (2.6) 

= [(l =F la)(l ± la + l)]irp(Ella ± 18a) , (1.9) This gives us the following equations: 

S2cp(Ella8a) = 8(8 + I)cp(Ella8a) , 

S(O)cp(Ella8a) = 8arp(Ella8a), 

(Sl ± iS~cp(Ella8a) 

= [(8 =F 8a)(8 ± 8a + I)]icp(Ella8a ± 1). 

The formulas for L2, (L1 ± iV), S2, (Sl ± iS2) 
can be derived in a well-known fashion. Our real 
task to be carried out in the following sections, is 
the derivation of the matrix elements of P and N. 

2. ANGULAR MOMENTUM BASIS FOR ZERO SPIN 

In this case the basis characterized by the eigen­
values of pO, L2, La (where now M = L), is denoted as 

(2.1) 

3 We have chosen this normalization and scalar product 
in view of the relation 

J dE d Ipi o(E2 - IpI2 - m2) = J ;~I = J d2~1. 
(m :::;; E < 00, 0 :::;; Ipl < (0) 

We may avoid the factor Ipi in the denominator by replacing 
the integretation over dE by one over d Ipl. But in any case 
our operators N[as (2.31), (2.31') show] are not well-defined 
at the point E = m (ipi = 0). See the final remarks (Sec. 4) 
in this connection. 

(l + 1 IIPlll + 1) 

= [l(2l + 3)/(2l + I)(l + 2)]1(l IIPIIl) (2.7) 

[equating to zero the coefficient of cp(l + Ila) or 
cp(l - Ila)]i 

a(l+1) + a,l) + b(/) = (2l + I)p2 (2.8) 

[equating to p2 the coefficient free of la of cp(lla)]i 

la(l+1) - (l + I)a(1) - b(l) = 0 (2.9) 

[equating to zero the part of the coefficient of cp(lla) 
containing la as a factor]. 

In (2.8), (2.9) we have put 

a(l) == -(lIIPlll - I)(l - 1 IIPIIl) (2.10) 

= (lllPlll - I)(lIIPlll - 1)* (2.11) 

[(2.11) follows from (2.10) as a consequence of the 
Hermiticity of P], 

and 

b(l) == (lIIPIIl)2. (2.12) 

We easily find the solutions 

b'l) = 0, (2.13) 



                                                                                                                                    

428 A. CHAKRABARTI 

i.e., (ll!Plll-l) = ±lllpl, -(l-IIiPI\l) can easily be evaluated by using the relations 

(lIlPIIl) = O. (2.14) (X xP)(Q)I/t(lla) 

The vanishing of b(l) might have been expected = LcQ)I/t(lla) (q = -1,0, +1). (2.20) 
by considering the action of the parity operator P, Thus, for example, from 
such that 

and 

(2.14') 

We can eliminate the ambiguity of sign eventually 
by a suitable phase convention. Keeping it for the 
present we can write explicitly 

P (o)<p(Ella) = ± \p I 

X [(l - la + l)(l + la + 1))+ (El + 1l ) 
(2l + 3)(2l + 1) <p 3 

( 
(l - la)(l + la) )t ] + (2l + 1)(2l _ 1) <peEl - 1l3) , (2.15) 

V2P C±1)<p(Ella) 

= ± I I [(l ± la + 1)(l ± la + 2))l 
P (2l + 3)(2l + 1) 

X (El + 1l ± 1) _ (l 1= la + l)(l 1= la))! 
<p a (2l + 1)(2l - 1) 

X <peel - Ila ± 1) J. (2.15') 

B. Matrix elements of N 

As a first step towards the determination of the 
matrix elements of 

N = -ipO(a/ap) , 

we consider now those of the gradient 

X = i(ajaP) 

(2.16) 

(2.17) 

for the rotation group only. For this case, the basis 
is of the form 

(2.18) 

the eigenvalue E of pO no longer entering into con­
sideration. For this restricted· case our task is quite 
simple. The commutation relations of X with L 
imply [exactly as for (2.3) and (2.4)] 

i- 1(X(+l)PC_l) - X(-l)p(+l))I/t(ll3) = lal/t(lls), (2.21) 

we have [using (2.14)] the equations 

(l IIXlIl) = 0 (2.22) 

and 

±Ipi [(l ~11)t (lllXlIl + 1) 

- ~ (l IIXII l - 1)] = i(2l + 1). (2.23) 

Here we have introduced Ipi as a constant factor 
brought in by the definition of (l' IIPlll), continuing 
to ignore the action of X on E. This artificial trick, 
however, helps us to arrive at the simple" ansatz" 
(2.25), since in analogy (though not in identity) 
with the "gradient formula" we may now expect 
only an additive extra term involving ajqE for the 
full formula. 

The solution of (2.23) is 

(l IIXlll - 1) = 1=ila/2/lpl 
= (l - 1) IIXlIl). (2.24) 

It is to be noted that when Ipi is zero in the denom­
inator, l is also zero and We have It as the numerator. 

Our problem is, however, not yet completely 
solved. Since X (and N) do not commute with po, 
some additional complications arise when we consider 
not only the rotation group (and the basis I/t(ll,») but 
the Poincare group and the basis <p(Ella). 

Since the tensorial properties of X (and N) with 
respect to the subgroup formed by L remain in­
altered, only a modification of the reduced elements 
(l' IIXII l) is required. 

As an ansatz let us write 

N(O)<p(Ella) = -poX(o)<p(Ella) 

= ±.!!!... [(l - la + l)(l + la + 1))1 
t Ipi (2l + 3)(2l + 1) 

X [(l + 1) + ~]<p(El + lla) 

( (l - la)(l + La) )l(l ') (El )] (2.25) 
- (2l + 1)(2l - 1) + ~ <p - lla , 

X (lq, lla Illl~)(l' IIXIll)I/t(l'l~). 

The reduced matrix elements 

Cl'" IIXlll) 

(2.19) where the as yet unknown terms ~, ~' represent the 
necessary modification of (2.22) and (2.24). The 
same terms are also, of course, to be added to the 
expressions corresponding to N(u). 
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We now evaluate the unknown terms using the 
relation 

[N(Oll P'cp(Ella) 

= (E - p)N(o)cp(Ella) = -iP(O)cp(Ella). 

Using (2.15), (2.25) and the relation 

(E - P~cp(Ella) = 0, 

we obtain 

e = -~ 
and 

(2.26) 

(2.27) 

(E/lpl~(E - P~~cp(Ella) = -cp(Ella). (2.28) 

Lomont and Moses' (II) have noted that 

a 
(E - p) aE (Ella) 

= (E _ PO) lim cp(E + Alla) - cp(Ella) 
A .... O A 

(2.29) 

(See the concluding remarks on this point.) Hence 
(2.26) is satisfied if we put 

~ = (lpI 2/E,)(a/aE). (2.30) 

Indeed, in light of the remark following (2.23) we 
might have expected just such a solution. 

Now we can write down the matrix elements 
of N as 

.[(l - Ia + 1)(1 + Ia + 1»)' 
N(o)cp(Ella) = ±~ (2l + 3)(2l + 1) 

X (0 + 1) ~I + Ipi a~)cp(El + Ila) 

( (l - la)(l + la) )'( E a ) ] 
- (2l + 1)(2l - 1) l TPI - Ipi aE cp(El - Ila) , 

(2.31) 

_ /n .[((Z ± la + 1)(l ± la + 2»)' 
v 2N(H)cp(EZla) = ±~, (2l + 3)(2l + 1) 

X (l + 1) ~I + Ipi a~)cp(El + Ila ± 1) 

+ (I =t= Ia + 1)(1 =F Ia»)' 
(21 + 1)(2I - 'I) 

X (l ~I - Ipi a~)P(El - lla ± 1) J. (2.31') 

The hermiticity- of N is assured due to the combined 
effect of the change of sign (2.27) and our normaliza­
tion (1.8) giving 

(E'l'l~ INI Ella) = (Ella INI E'l'l~)*. 
The ambiguity of sign is absent if we adopt a definite 
convention for p(a) in (2.15), no further assumption 
is required. 

It may be verified by direct calculation that the 
sets (2.15) and (2.31) satisfy all the required com­
mutation relations. The ambiguity of sign Is not 
removed by the restrictions due to the commutation 
relations alone. We may, however, adopt the con­
vention of retaining only one sign, for example, the 
plus sign. As might have been expected, these 
formulas agree with those of Lomont and Mosesl (I) 
if one puts into their expressions 

8=0=a 

and takes account of certain differences of conven­
tions. 

3. (L-S) BASIS FOR NONZERO SPIN 

Given our chosen basis and the explicit representa­
tion of the, generators (1.1), the generalization re­
quired to include the case of nonzero spin presents 
no problem at all. The basis 

cp(Ella88a) 

is now defined by the full system of Eq. (1.9). 
The matrix elements for P (2.15), (2.15') may 

be left inaltered, except for adding the same indices 
8, 8a to the cp's on both sides. 

As for N (2.31), (2.31') we have to add the effect 
of the term 

-(P x s)/(PO + m). 

Thus, now 

N, - _pOX + i(Pc+l)S(-l) - PC-l)SC+l) 
(0) - '.' ,(0) pO + m ' 

N - _p' Ox ±' i(Pc,wS(O) -,.. P(O)S(±l». 
, (U) -. (±1) , po +' m (3.1) 

We have 

i(P(+l)S(-l) - p(-l)Sc+l) (Ell8) = ± i Ipi [(S + S )(S - S + 1)]t 
po + m cp a a 2(E + m) a a 

X [(~I + Ia + 1)(l + la + 2»)1 (El + Il + 18 _ 1) _ (l - la + 1)(Z - ia»)' (El - Il + 18 - I)J 
(2l + 3)(21 + 1) cp a a (2l + 1)(21 _ 1) cp a 3 



                                                                                                                                    

430 A. CHAKRABARTI 

i Ipi ![(Z - Za + I)(Z - Za + 2»)1 (El ) 
± 2(E + m) [(8 - 8 a)(8 + 8 a + 1)] (2l + 3)(2l + 1) rp + La - I8a + 1 

(
Z + l8 + I)(l + Za»)! - - ] 

- (2Z + I)(2l _ 1) rp(El 113 188 + 1) . (3.2) 

Similarly, 

i(P(,z1l8(o) - P(o)8(u» (Ell 8 ) 
PO+m rp a3 

_ i Ipi 8 [(l ± la + 1)(l ± la + 2»)1 (El + 11 + 1 ) 
- ± V2(E + m) 3 (2l + 3)(2l + 1) rp 3 8

3 

_ (Z =F l3 + 1)(l =F la»)! (EZ _ 11 ± 18)] =F i Ipi «8 =F 8 )(8 ± 8 + 1»1 
(2l + 1)(2l - 1) rp a 3 V2(E + m) 3 3 

[(
l - Za + I)(l + la + 1»)1 ( (l - l3)(l + la) )1 ] 

X (2la + 3)(2l + 1) rp(El + Ila83 ± 1) + (2l + I)(2l _ 1) rp(El - Ila83 ± 1) . (3.2') 

Equations (3.2), (3.2') represent the typical effects 
of the canonical definition of spin. 

4. REMARKS 

In conclusion we would like to add some com­
ments about two points of the preceding analysis. 

The first remark is about the Eq. (2.29). Since 
(dropping the indices lla for brevity) 

(PO - E)(a/aE)rp(E) = [(PO - E), (a/aE)]rp(E) 

= [PO, (ajaE)]rp(E) + rp(E), (4.1) 

we see that the inversion of the operations of pO 
and "limit ~ = 0" made in (2.29) is equivalent to 

[PO, (ajaE)]rp(E) = O. (4.2) 

(2.29) can also be proved by explicitly using the 
properties of ~-functions as follows. 

Suppose we have a normalization 

(rp(E')rp(E» = feE') ~(E' - E). 

Then 

(rp(E')(P - E)(a/aE)q;(E» = -(E' - E)f(E') 

X ~'(E' -E) = f(E')~(E' -E) = (rp(E')rp(E». (4.3) 

In fact the inversion of the operations of po and 
"lim" tacitly admitted in (2.29) can only be justified 
by invoking the special properties of ~-functions 
defined as generalized functions. 

Our second remark is about the singularity which 
the formulas (2.31), (2.31') exhibit at the point 

E = m or Ipi = 0 (4.4) 

due to the factor E/ipl. 
It should be noted that at the point E = m 

we have a rp which is simultaneously an eigenstate 
of all the components of the operators P and L. 
And such an exceptional situation can arise only at 
this point, when all the above eigenvalues are 
simultaneously zero. 

Now N, which is the generator of pure Lorentz 
transformations, acting on an eigenstate P, must 
always give another eigenstate of P, which can be 
developed as a superposition of the different eigen­
states of L2, L3. But had the formulas (2.31), (2.31') 
been perfectly well-defined at E = m, the generators 
N acting on the state l = 0, would have given [ac­
cording to (2.31), (2.31')] one definite state of orbital 
angular momentum l = 1. This of course would 
have been in contradiction with the situation pre­
viously described. Thus we see that there is a fun­
damental physical reason for the lack of definition 
of the matrix elements of N at the point E = m. 
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A new method is given for investigating the position, number, and type of singularities the scat­
tering amplitude may have as a function of complex momentum transfer. The advantage of this 
method over ones relying on the Watson transform is that one needs only to know the partial ampli­
tudes for physical values of the angular momentum. 

I N the theory of potential scattering there are 
two distinct approaches to the study of the 

scattering amplitude < A (k, cos e) as a function of 
both momentum k and scattering angle cos e. One 
direct way is to study the Bornl or Fredholm2 series 
solution of the Lippmann-Schwinger equation for 
the scattering amplitude. With this method the 
analytic properties of the scattering amplitude as a 
function of the variable (momentum transfer) t = 
-2e(1 - cos e) for fixed k has been established 
for the Yukawa potential, but the nature of the 
branch point at t = 4,1.12 (,1.1-1 is the range of the 
Yukawa potential) has not been investigated. The 
other approach consists of two steps; the first being 
to investigate the partial-wave amplitudes, and 
then to study the partial-wave expansion series for 
the whole amplitude. The study of partial-wave 
amplitudes is much easier and a great deal of work 
has been done. But the difficulty in this approach 
lies in the second step of studying the expansion 
series for the whole scattering amplitude. Regge3 

showed the usefulness of Watson transform and 
established the same result concerning the analytic 
properties of the scattering amplitude as a func­
tion of the variable t. But in order to make use of the 
Watson transform, he first had to generalize the 
partial-wave amplitude from physical integral an­
gular momentum l to a complex one. We present 
a new method which requires only a knowledge of 
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partial wave amplitudes for integrall. Furthermore, 
this method not only gives information on the 
existence of singularities but also determines the 
types of singularities. 

The main ideas of this new method are as follows: 
First we observe that there exists an integral iden­
tity between the following two series 

A(k, z) (1) 

CD 

B(k, z) = L: az(k)(z)~, 
z-o 

(2) 

where Pz(z) are Legendre polynomials (z = cos e), 
and if we set az(k) == [(2l + 1)j2ik]Az(k) [Az(k) 
are partial-wave amplitudes]. A (k, z) becomes the 
scattering amplitude. The integral identity relating 
the two functions A(k, z) and B(k, z) is 

1 
A(k, z) = 21T"i 

X 1 B[k, z + !(r + r-1)(i - 1)!] d!. (3) 
Itl-I ~ 

Using this formula we can study the singularities 
of A(k, z) from those of B(k, z). For example, if 
the singularities of B(k, z) are poles, then the cor­
responding singularities of A(k, z) will be algebraic 
branch points. 

Now the series (2) is a power series and can be 
easily studied by the methods of Hadamard,4 Man­
delbrojt,6 and Fabry.6 In the following we list 
several theorems that are useful for this investiga­
tion. The first theorem is a slight modification of 
one established by Neharf for Legendre series (see 
also Szeg<n, and later extended by Gilbert using 

'P. Dienes, The Taylor Series (Dover Publications, Inc., 
New York, 1957,335. 

5 S. Mandelbroit, Compt. Rend. (Paris) 204, 1456 (1937). 
I See Ref. 4, p. 377. 
7 Z. Nehari, J. Ratl. Mech. Anal. 5, 987 (1956). 
8 G. Szego, J. RatI. Mech. Anal. 3, 561 (1954). 
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a different approach for Gegenbauer series. The re­
maining results are analogs of other theorems ob­
tained by Gilbert (for the case of Gegenbauer series) 
in a study of a certain differentiai equation.9 For 
the sake of brevity we state the theorems directly 
related to A(k, z), namely, those theorems for the 
power series B(k, z) which are transformed by the 
integral indentity (3). 

First we list a fundamental result which connects 
the singularities of the series (1) and (2). 

Theorem 1 [Nehari]: The necessary and suf­
ficient conditions for A (k, t) to be singular on the 
analytic manifold t == !{a(k) + [l/a(k)]}(t ~ ±1) 
is that B(k, z) is singular on z = a(k). [The reader 
should consult the original paper by N ehari referred 
to above for a detailed explanation of the condition 
t ~ ±1, and an interesting example of how sin­
gularities may occur at t = ± 1 which do not cor­
respond to singularities of B(k, z).] 

Next we introduce some notation. Let 

al(k) al+l(k) 

D:·l(k) == al+l(k) 

. al+.(k) 

al+.+I(k) 

£. == lim IDi·l(k)II/l, 
1--

and E(p) is the ellipse 

x2(p + 1/ p)-2 + y2(p _ 1/ p)-2 = 1. 
Then we list the analog of the Hadamard 

criteria10 for the number and type of singularities 
for series of the form (2). (The proof of this result 
is similar to ones given by BergmanlO and by 
Gilbertll for a related series.) 

Theorem 2: We have the following possibilities 
for each fixed value of k concerning the singularities 
of A(k, z) in the z-plane: 

(a)Ifthereexistsavsuchthatforlt~ v,£./£._I = ° 
(the ratios £./£.-1 are monotone decreasing with 
respect to It), then A (k, z) has at most v polelike 
branch points in the entire z plane. Furthermore, 
these branch points have algebraic ramifications. 

(b) If £./£.-1 ~ 0, A(k, z) has just a finite 
number of poleIike, algebraic, branch points in 
every compact set of the z-plane. 

(c) If £./£.-1 ~ R-t, A(k, z) has just a finite 
number of polelike algebraic branch points in the 

8 R. P. Gilbert, Arch. Ratl. Mech. Anal. 6, 171 (1960). 
10 R. P. Gilbert, J. Math. Phys. 5, 983 (1964). 
II S. Bergman, Ergeb. Math. Grenzg., N.F. 23 (1961). 

ellipse, E(p) (p < R), but an infinite number of 
polelike branch points in a neighborhood of E(R). 

(d) If £./ £.-1 ~ R-1 for It ~ v and £./£.-1 = R-1 

for It > v, then (for each fixed k) A(k, z) has in 
general a nonalgebraic branch point on the ellipse 
E(R). 

Remark 1: It is easy to see the connection be­
tween polar singularities of B(k, z) and algebraic 
branch points of A(k, z), namely, if 

B(k z) = i:, t M •• (k) , .-1 .-1 [z - b.(k»)" , 

then by the residue theorem we have10 

"" m, (_1).-1 
A(k, z) = f.; ~ (It _ 1)! M •• (k) 

0.-1 

X ob:- I (b!(k) - 2zb.(k) + 1)!. 

In general if the singularities of B(k, z) are more 
complicated than poles a simple computation shows 
that A(k, z) has a more involved behavior at its 
associated singular point. 

Remark 2: In order to see what the connection 
between polar singularities of A(k, z) (in the z­
plane) are with those of the associated function 
B(k, z) we may consider the following inverse integral 
relationship: 12 

B(k ) - 1(1 2) 1+1 A(k, ~) d~ 
,z -2 -z -I (1-2~z+z2)t' 

Theorem 3: For each fixed k A(k, z) converges 
uniformly and absolutely in any compact subset 
of the ellipse E(po), where 

PO(k)-1 = lim lal(k) 1111 . 
I~"" 

Remark 3: Having found the radius of con­
vergence of the series for B(k, z) [or which is the 
same thing the ellipse of convergence of A(k, z)] 
we are able to use either the Fabry or Mandelbrojt 
methods to determine the position of the singularity 
on the circle of convergence. 

To illustrate these results we give several ex­
amples below. 

Example 1: For the case where the scattering 
potential is a superposition of Yukawa potentials, 
i.e., 

Ito > 0, 

12 See Ref. 7 for this result, and Ref. 9 for its extension to 
Gegenbauer series. 
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Newton has given the following asymptotic esti­
matel3

: 

where 

a = In [~k + (1 + :12YJ. and Ikl < JLo· 

From the Cauchy-Hadamard formula and the 
Fabry theorem we compute the singularity of B(k, z) 
in the z plane to lie at 

z = (JLo/2k) + [1 + (JL~/4k2)]t}2, 
where this holds for those complex k such that Ikl <JLo. 
We choose the branch of the square root so that it 
is positive for k > 0, i.e., for physical k. 

Our Theorem 1 then shows that the scattering 
amplitude is singular at the point 

z = ~{[~k + (1 + :12YJ 
+ [~i + (1 + :12YT2} 

= ~{[~k + (1 + :~2YJ 
+ [~02 - (1 + :~2YJ} 

Ikl < JLo· 

This agrees with the known singularity in the 
momentum transfer plane at t = 2k2(z - 1) = JL~, 
which initiates a cut. The nature of this singularity 
may be studied by using our Theorem 2; however, 
the computations are detailed and are being pub­
lished separately. 14 

Example 2: In his book16 Newton gives a gen­
eral asymptotic expression for the partial waves 
which is valid providing the potential VCr) decreases 
sufficiently fast as r ---+ co. It is not clear what the 
necessary conditions for this result are, but it is 
certainly true when VCr) has compact support and 
is integrable. Let us assume the support of VCr) 
lies in the interval [0, R], then Newton's result be­
comes 

13 R. Newton, The Complex j-Plane CW. A. Benjamin, Inc., 
New York, 1964), p. 44. 

14 R. P. Gilbert and H. C. Howard, Inst. Fluid Dynam. 
Appl. Math., University of Maryland, Technical Report 405 
(1965). 

16 See Ref. 13, p. 43. 

By the mean value theorem for integrable functions16 

we have for some Ro, where 0 < Ro < R, that 

i
R 

V(r)r1+21 dr = (RO)I+21 i
R 

VCr) dr. 

[An obvious variation is made when VCr) is not 
integrable but r2V(r) is.] Hence, 

p = (ll~ lal(k)1
1/1

)-1 > ~ /~kr 
X ll~ (r(l + I)2R;I/iR VCr) dr/-JIl, 

which tends to co. From this we have that the 
scattering amplitudes A(k, z), corresponding to in­
tegrable potentials with compact support are entire 
in the z plane. 

Example 3: We consider the potentials 

(J > 0, 

which lead to the partial wave estimatel7
•
18 

al(k) ~ -i7r i'" (r2 + (J2)-IJ 1(kr)2r dr 

= - i7rl l(k{J)K1(k{J) , 

where l(x), K(x) are lth-order, modified Bessel 
functions of the first and third kind, respectively. 
After a short computation using known asymptotics 
for the modified Bessel functions,19 we have 

1 1 
flog Iz(k{J) + flog Kz(k{J) 

~ 1 log {r(!) + ®(:{J)} 

or 

lim Ilz(k{J)KI(k{J) 1111 = 1 for physical k. 
1_", 

From the Fabry theorem we conclude that the 
singularity of B(k, z) is indeed at z = I, and con­
sequently the scattering amplitude is singular at 
z = i[I + tl = 1. We remark, however, that in 
this case this is merely an estimate, since the general 
formula for ql(k), given above, is merely the Born 
approximation unless VCr) ~ ® (e- Ilr

) , JL > 0, 
as r ---+ co. 

16 M. E. Munroe, Measure and Integration (Addison­
Wesley Publishing Company, Inc., Reading, Massachusetts, 
1953), p. 184. 

17 See Ref. 13, p. 42. 
18 Bateman Manuscript Project, Higher Transcendental 

Function8, edited by A. Erdelyi (McGraw-Hill Book Com­
pany, Inc., New York, 1953), Vol. II, p. 96. 

19 See Ref. 18, p. 86. 
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Systems containing more than two relativistic particles are analyzed from the point of view of 
irreducible representations of the Poincar6 group. Corresponding Clebsch-Gordan coefficients are 
calculated for three-particle systems, and recoupling functions (which are the analog of the Racah 
coefficients) are defined. 

INTRODUCTION 

T HE pioneering work of Wignerl unveiled the 
nature of the unitary representations of the 

Poincare group. The way then opened for the de­
composition of direct products2 and calculation of 
corresponding Clebsch-Gordan coefficients.s Nat­
urally the next step is the calculation of the analog 
of the Racah coefficients.4. 

For the group Ra of rotations in three dimensions, 
these coefficients are defined as follows: Given three 
tensors T(k), U(/), and y(",>, they may be coupled to 
yield a tensor of definite rank p according to the 
formula 

X~!~r = :E T~k)U~l)v!m)(kKlA I nv)(nvmlL Imr), (1) 
X:A~7 

where (aab{3 I c,),) are the usua15 Clebsch-Gordan 
coefficients. In this case, Tlk

) and U(l) were coupled 
first, and then y(m) was incorporated. Clearly, the 
alternative coupling 

Y~!~) .. = :E T~k)ml)v!m>CkKn'v' I p1l')(lAmlL I n'v') 
c).p.v' 

(2) 

is as good as the former one. Each of the two sets 
{X~:~ I and tYi:~) 1 (n and n' assuming all possible 
values) span the same linear space-the subspace 
ofthe direct product T(k) ® U (I) ® y(m) which belongs 

* Supported in part by the U. S. Atomic Energy Com­
mission. 

t On leave of absence from the Soreq Nuclear Research 
Centre, Yavne, Israel. 

1 E. Wigner, Ann. Math. 40, 149 (1939). 
t The decomposition of the direct product associated with 

many relativistic particles is described in the lectures of 
A. S. Wightman, "Invariance in Relativistic Quantum 
Mechanics," Dispersion Relations and Elementary particles, 
edited by C. deWitt and R. Omnes (John Wiley & Sons, Inc., 
New York, 1961), Sec. IV, p. 159. The present paper follows 
II. different line of reasoning. For references dealing with two 
relativistic particles see Ref. 1 of A. J. Macfarlane, J. Math. 
Phys. 4, 490 (1963). 

8 A. J. Macfarlane, Rev. Mod. Phys. 34, 41 (1962). We 
shall generally refer to this paper as M, often making use of 
its results. 

4 U. Fano and G. Racah, Irreducible Tensorial Sets (Aca­
demic Press Inc., New York, 1959), Chap. 11. 

6 We write (a a b fJ Ie 'Y) instead of (a a b fJ I abc 'Y) as 
a b on the right are obvious. 

to the eigenvalue pep + 1) of r. Hence, the two 
bases are linearly dependent, and we may write 

Y~:~) = :E (-)l+1 +m+p[(2n' + 1)(2n + 1)]; 
n 

X {k l n}X(p) (3) 
m p n' h.}' 

This implies 

2: (km'v' I p1l')(lXmlL I n'p') == :E (-),HI+"'+2> 
7' n~ F 

X [(2n' + 1)(2n + 1)]i{k l ~} 
mpn 

X (kKlA I nv)(nvmp. Imr). 
Multiplying both sides of (4) by 

:E (kKlA I iiii)(iiiimlL Imr), , 

(4) 

summing over K, A, IL, and 11', and using the orthog­
onality relations of the Clebsch-Gordan coefficients, 
one gets 

( - )k+l+m+p[(2ii + 1)(2n' + 1)Ji(2p + 1){! ~ n~} 
= :E (kKlA! iiii)(iiiimlL Imr) 

CAp",}"J 

X (km'v' I p1l')(lAmp. I n'v'). (5) 

Relations (3) and (4) reflect recoupling of tensors, 
whereas (5) enables to calculate the recoupling coeffi­
cients (or the Racah coefficients, or the 6-j symbols). 

An equivalent consideration runs as follows: Given 
f t T

(k) U(l) y(m) W(p) our ensors , , , , one may contract 
their direct product in two ways. Either 

S =" T<klu(l)v(m)W(PI 
(n) £...i« A I< '" 

«>"/.''Jr' 

X (kKlA I nv)(mlLmr In - v) (6) 

or 

S(n) == :E T!k1mOv!m)w:} 
d'I<"" 

X (kKmp. I iiii)(lXmr Iii - ii). (6') 

434 
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Again, the sets {S( .. >l and {S(nl} are linearly de­
pendent, the dependence written in terms of 6-j 
symbols. 

The last reasoning is analogous to that of crossing 
in the S-matrix theory, where four states are coupled 
into pairs in different ways and then contracted 
into scalars. Moreover, the coupling of three par­
ticles in different ways is closely related to the 
analysis of resonances which appear in elementary­
particle reactions. This is illustrated by the following 
example. The cross sections for one-pion production 
in 1rN interactions are associated with the existence 
of N* as well as of p. But it may well be that these 
resonances are related kinematically, namely, they 
may be derived from each other through the re­
coupling of the created pion. Otherwise phrased, 
it is the properties of the same invariant amplitudes 
which give rise both to N* and to p. Thus, one is 
tempted to look for recoupling functions of the 
Poincare group <P as well. 

The procedure in this case is, however, more com­
plicated than that of Ra. First, infinite-dimensional 
representations are encountered, a fact which in­
troduces into the problem integrations instead of 
summations. Secondly, two unitary irreducible rep­
resentations are of different nature when the relevant 
little groups are different; and change in coupling 
may change the little groups involved. Finally, 
some irreducible representations which appear in a 
direct product may be equivalent; and the problem 
of choice of a scheme arises. 

In the subsequent, only those cases will be treated 
in which all little groups involved are equivalent 
to Ra. In Sec. 2 we analyze systems containing more 
than two particles. An appropriate scheme of de­
composition is suggested for corresponding direct 
products. This scheme is applied to systems of 
three particles (Sec. 3): Clebsch-Gordan coefficients 
are calculated, which do not emerge from those en­
countered in two-particle systems. Also, the re­
coupling functions are defined in Sec. 3. 

In order not to interrupt the main line of the 
argument, some helpful calculations are given sep­
arately in two appendices. 

REDUCTION OF DIRECT PRODUCTS 

This subject was treated, among others, by Wight­
man2 in his Les-Houches lectures. The idea runs 
as follows. 

The states-in momentum-space representation­
of a relativistic particle are essentially functionals 
defined over the hyperboloid k2 = i, ko > 0, where 
/( is the mass of the particle. The states of two 

particles are functionals over the direct product of 
the hyperboloids k~ = K~, k~ = K~; kJO, k20 > 0, 
where /(1 and K2 are, respectively, the masses of the 
first and second particle. The manifold obtained is 
geometrically equivalent, from the point of view 
of <P, to the" direct product" of the ray Kl + /(2 :::; 

W :::; co, the hyperboloid r2 = w2, and the "sphere" 
the points q of which fulfil q. r = q2 + 1 = O. 
Quotation marks were inserted around the terms 
"direct product" and "sphere", since actually it is 
a direct integral of manifolds. For each w in the 
above ray there corresponds a hyperboloid r2 = w2; 
and to each point r on the hyperboloid a spheroid 
is attached, the points q of which fulfil q.r = q2 + 
1 = O. Thus, functionals over the direct product 
of the two hyperboloids are combinations of products 
of functionals over the ray, over the hyperboloids, 
and over corresponding spheroids. 

The spheroid associated with the rest frame is a 
unit sphere. Since each spheroid is obtainable­
through a one-one analytic function-from this 
sphere (e.g., using a pure Lorentz transformation), 
we may identify all spheroids with the unit sphere, 
labeling the points by the polar angles 8 and ({'. 
Moreover, the little groups of the spheroid and of 
the sphere become also identical. One may now 
use the Legendre functions Y~(8, ({') as an ortho­
normal basis for all functionals over the unit sphere. 
The advantage of this basis is, that it furnishes 
automatically bases for unitary irreducible rep­
resentations (IRs) of the little group; and the spin 
indices may be coupled appropriately to these func­
tions. 

Adding a third particle with momentum ka, k! = 
K:, kao > 0, the above reasoning may be repeated: 
The hyperboloids (kl + k2)2 = E2 and k: = K: 
give rise to hyperboloids (kl + k2 + ka)2 = w2 ~ 
E + Ka, and to corresponding spheres. Thus, from 
the point of view of the little group Ra we have a 
direct product of two spheres: that one which is as­
sociated with particles 1 and 2, and the other which 
is encountered when particle 3 is added. 

However, the direct product of two spheres is 
reducible under Ra, in a way which is made clear 
by the following considerations. Let e and f be 
the generic unit vectors of the first and second 
sphere, respectively, the angle in between being ({'. 
cos ({' = (e·f) is unchanged when the same rotation 
is applied both to e and to f. Define the following 
right triad: 

i = [2 sin «({,/2)r1 {e - f}; 

j = [2 cos «({,/2)r1 {e + f} ; k = [sin ({'r1[e )( f] (7) 
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fY{ e disregard the two singular cases 'P = 0 and 
'P = '11"). This triad defines Euler angles-the angles 
associated with the transition from the basic triad 
fez, ell, e.] to [i, j, k]. At the same time, the Euler 
angles label the elements of the group Ra of rota­
tions in 3-dimensional space. Accordingly, it is more 
significant, geometrically, to regard the direct prod­
uct of the two spheres as the direct product of the 
group Ra with the segment 0 ~ 'P ~ '11".6 Rotations 
of the little group Ra will leave each point in this 
segment invariant, whereas the points of Ra will be 
effected: If ao is any element of Ra, rotation by R 
transforms it to Rao (i.e., the little group appears 
here as the first parameter group). 

We conclude that IRs which appear in the direct 
product [KI<Ttl Q9 [K2<T2] Q9 [Ka<Ta] (<T. referring to the 
spin of the ith particle) may be characterized by 

(8) 

a stands for KI<TIK2<T2Ka<Ta, and '1/ for some other 
quantum numbers which specify the way of coup­
ling the spin indices with the functions over Ra 
to yield total angular momentum J (see next sec­
tion). 

Note that infinite multiplicity is associated with 
the angle 'P, corresponding to the number of points 
in the segment [0, '11"]. Alternatively, since this seg­
ment is bounded, spaces which belong to equivalent 
IRs may be combined in such a way that only de­
numerably infinite multiplicity will occur through 'P. 
Namely: let (rM[wJ](ElP), '1/al denote a generic state 
of the IR (8), where r is the total 4-momentum 
and M the z-component of the total angular mo­
mentum. Then 

1" d'P sin 'P[N + !]iPN(cos 'P) 

X (rM[wJ](E'{J), '1/al (9) 

is another state of the same transformation prop­
erties, characterized by the discrete value N rather 
than bY'P.7 

The addition of a fourth particle gives rise to 
another sphere, the angles 84'P4 of which may refer 
to the original tri~d [i, j, k]. Thus, 84 and 'P4 re­
main unchanged under the operation of the little 
group Ra; and additional infinite degeneracy is en­
countered, this time corresponding· to the points 
ona sphere. Again, similar to (9) we may write 

6 The rea.son for the upper limit of '" to be 'It' and not 2'1t' 
is given in Appe1.1dix B. . . . . ' 

7 It is shown.in Appendix B. that the weight sin '" is at­
ta. ched to the segment (0, 'It'). The functions (N + ! )ipN( cos"') 
wete qbosen for :the sake of orlhongrIIUl.lity. ' 

X (rM[wJ](E2Ea; N84'P4) , '1/al. (10) 

In Eq. (10), E: = (kl + k2)2, E: = (kl + k2 + ka)2, 
w2 = r2 = (kl + k2 + 'ka + k4)2, r = kl + k2 + 
ka + k4' a stands for KI<TIK2<T2Ka<TaK4<T4, and '1/ specifies 
the way in which the spin indices and the functions 
over Ra were coupled to total angular momentum 
J. In this way we have labeled the infinitely­
many equivalent IRs by the discrete set NQ4q4. 

The same procedure will be appropriate for any 
additional particle. Summarizing, the IRs which 
appear in the direct product 

(n ~ 3) (11) 

may be characterized according to the scheme 

{[wJ](E2Ea ••• E,,-l; NQ4q4 ••• Q"q,,), '1/a}. (12) 

In (12), E~ = (kl + k2 + ... + k,)2, w2 = (kl + 
k2 + ... + k,,)2, J is the total angular momentum, 
N specifies the Legendre polynomial in cos 'P, (Q.q.) 
specify the Legendre function over the sphere which 
arises by the addition of the ith particle, a stands for 
KI<TIK2<T2 ••• Kn<T", and '1/ defines the way in which 
the spin indices and the functions over Ra were 
coupled to yield total angular momentum J. 

THE CLEBSCH-GORDAN COEFFICIENTS FOR 
THREE PARTICLES AND THE 

RECOUPLING FUNCTIONS 

The Clebsch-Gordan coefficients for two particles 
were calculated, among others, by A. J. Macfarlane.a 

The idea runs as follows: 
Let (k'v'k"v"l be the generic state of the direct 

product [K' <T'] Q9 [K" <T"]. If this is to be given as a 
combination of states of the form (rM[wJ], '1/al, then 
translational covariance implies 

r = k' + kIf. (13) 

In view of the relation (A12) it is plausible to con­
struct the state 

«k'v'k"v")r, al = E D::",(R-1(k', L -l(r») 
~/J'" 

where L(r) is a pure Lorentz transformation as­
sociated with the 4-momentum r, and for each 
A E .el, R(k, A) is defined by M (3.4). The state 
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(14) fulfils 

«k'II'k"II")r, al U(O, A) 

= L D::I'.(R(r, A»D:::I',,(R(r, A» 
p'p" 

x «r1k'p.' r1k"p.")A-1r, al. (15) 

Namely, the two spins undergo transformations 
which represent the same rotation R(r, A). 

Let q be, as in the previous section, a 4-vector 
coplanar with k' and k", and q' r = q2 + 1 = O. 
Let e be the spatial unit vector which fulfils 

(0, e) = L(r)q. (16) 

The six variables r, e may be used instead of the six 
variables k', kIf (with k,2 = K,2, k,,2 = K,,2) such 
that we may write 

«k'II'k"II")r, al = (rell'II", al. (17) 

It follows from (A7) that when k', kIf ~ A -lk', 
A-1k", e undergoes the rotation 

e ~ e' = R-\r, A)e. (18) 

Thus, one is led to project out of (reII'll", al the 
component parallel to y',~ (e), which transforms 
according to the representation l of R(r, A). This 
projection is carried out by multiplying (17) with 
Yl,(e) and integrating over the unit sphere. 

The three angular momenta may now be coupled 
to some definite J; the final result will be a state of 
the form (rM[wJ], 'l)al, where M = II' + II" + l., 
w2 = r2, J is the total angular momentum, and 'I) 

specifies the way in which u', u" and l were coupled 
to J. From the above procedure we getS 

(rM[wJ], 'l)al k'II'k"II", a) = 2wi [}..(w2, K,2, K,,2)r i 

X /l(w - [(k' + k,,)2]i)2ro/l(-;' - k' - k") 
X P(k'k", 11'11", JM'I) (19) 

where the function }.. is defined by 

}..(a, b, e) = a2 + b2 + e2 
- 2(ab + ac + be), (20) 

and 

P(k'k", 11'11", JM'I) 

= 1'.):;: ... D:: •. (R-1(k', L-1
(r») 

8 See M (3.17), M (3.26)-M (3.29). We discussed here 
the form of the function P only; the origin of the other 
factors on right-hand side of (19) is made clear in Ref. (3). 
In particular, 2w i [X(w2, k:2, k"2)]-1 is.a normaliz!!'tion factor 
assuring the orthonormahty of the fight-hand Side of (19). 

Note that (21) differs from M (3.17) in that it involves 
R-l(k;, L-l(r) rather R(k;, L(r); these rotations do not 
equal each other. 

X D:::.,,(R-1(k", L-1(r»)y:.ce) 

X (u'p.'u"p." I ss.)(ll.ss. I JM). (21) 

As for the decomposition of representations as­
sociated with 3 particles, the scheme defined in sec­
tion 2 differs from that of Macfarlane.3 However, 
the above reasoning may be applied. As a first step 
define 

«k'II'k"II"k"'II"')r, al 

= I"I'~'" D::I'.(R-1(k', L-1(r») 

X D:::I',,(R-1(k", L-1(r») 

X D::::I'.,,(R-1(k"', L-1(r») 

X (k'p.'k"p."k"'p."', ai, (22) 

where r = k' + kIf + k"'. In the second step an 
appropriate set of variables is chosen. The ones 
used in Ref. 3 are 

W, E, r, e2 and f, (23) 

where w' = r', E' = (k' + kIf)', e2 is the spatial 
unit vector associated with k' and kIf, and f the 
unit vector associated with k' + kIf and k'" [see 
(A8)]. However, when k', kIf, kIf' ~ A-1k', A-1k", 
A-1k"', e2 is rotated by R-1 (k' + kIf, A) rather 
than by R-1 (r, A). Therefore define 

e = R-1(k' + kIf, L- 1(r»e2 • (24) 

It follows from (A7) and (AI2) that e and f undergo 
the same rotation R-1 (r, A). We choose accordingly 
the set of variables 

W, E, r, e, f (25) 

instead of the set (23). Again, let cos cp, i, j, and k 
be defined in terms of e and f as in the previous 
section, and let r, 0, and Vt be the Euler angles 
associated with the triad [i, j, k]. The set of variables 

W, E, r, cp, r, 0, and Vt (26) 

may be chosen instead of the set (25). Accordingly 
one may write 

«k'II'k"II"k'''II''')r, al = (rr ° Vt(Ecp)II'II"1I " , , al. (27) 

In the third step one projects out of (27) the com­
ponent parallel to some tensor, the transformation 
properties of which are well known. In view of the 
above analysis, as well as that of Sec. 2, it is plausible 
to use (4'11")-I[(2L + 1)(2N + 1)]lPN(coscp)Df .. (r, 0, W). 
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The four angular momenta9 u', u", u"', and L may 
then be coupled to some J. 

It is shown in Appendix B that the transition 
from the variables (23) to the variables (26) does 
not effect the normalization used in Ref. (3), Sec. 
6, in the case of 3 particles. Hence 

(2M[wJ] (eN) , 1)0: I (k'p'k"p")E, k"'p"', 0:) 

= 2wi [X(w2, E2, K,,,2)r12Ei [X(l, K,2, K,,2)r1 

X o(w - [(k' + k" + k",)2]i) 

X 2roO(-;' - k' - k" - k"') 

It is clear that the definition of e and f (or of 
<p, S, (J, and "') depends on the order of coupling. 
That is, reversing the order of k' and k" yields a 
pair {e', f'} of unit vectors related to {e, f} by 

e' = -e, f' = f. (32) 

This implies 

cos <p' = - cos <p, (J'=(J-7r, 

"" = -('" + !7r). (33) 

Inserting (33) in (29) one gets 

X Q(k'k"k"'(EN) , p'p"p''', JM 1) (28) Q(k"k'k'''(EN) , p"p'p"', JM1) = (_Y'h"+a+N+Li
m 

Q(k'k"k"'(eN), p'p"p"', JM1) 

= 1: (47r)-I[(2L + 1)(2N + 1)]' 

X D;:.,(R-\k', L- 1(r»)D;::.,,(R- 1(k", L- 1(r») 

X D;::: •• ,,(R-1(k"', L-1(r»)Dfm(s, (J, "') 

X PN(cos <p)(u'p.'u"p." Iss.) 

X (u"'p."'ss. I tt.)(Lltt. I JM). (29) 

The sum in (29) is over p.'p."p.''', ls,t.; 1) stands for 
stLm. Evidently, numerous alternative ways of coup­
ling may be as good. 

The Q's fulfill the orthogonality relations10 

"'~'" J d<p ds d(J d", sin <p sin (J 

X Q*(k'k"k"'(eN), p'p"p''', JM1) 

X Q(k'k"k'''(EN'), p'p"p"', J' M' 1)') 

= ONN·O~~,OJJ,OMM·' 

1: Q*(k'k"k'''(EN) , p'p"p"', JM 1) 
• '."."'M 

X Q(lc' k" k" , (EN'), p' p" p''', J M 1)') 

= (47rf2(2J + 1)o~~.[(2N + 1)(2N' + l)]l 

~ (2K + 1)(~ ~' ~rpK(COS <p). 

(30) 

(31) 

• Since Ra in this context is the first parametric group 
a ro.tation R transforms D ImL into Ln D In(R)DnmL. Ac~ 
cordmgly, there are (2L + 1) independent linear b88es for 
the representation L of Ra in the space of functions over Ra' 
and we chc;lOse m, - L ~ m ~ L as a label for these bases: 

10 RelatIOns (30) and (31) follow from the unitarity of the 
D Ifi!ttrices, the orthogonality of the CGc's of Ra, and the 
relatIOn 

(
N N' K)2 PN(cos tp)PN'(COS tp) = LK (2K + 1) 0 0 0 PK(cos tp) 

h (
N N' K). . were 0 0 0 IS conventIOnal 3 - j symbol. 

X Q(k'k"k'''(eN) , p'p"p''', JM:q) (34) 

where 1) = [stLm] , :q = [stL - m]. 
The situation is more complicated in case k' 

and k"' are first coupled, and then kIt added. How­
ever, the associated vectors e', f' also undergo the 
rotation R-1 (r, A) when k', k", kill ~ A-Ik', A-Ik", 
A-I k"'. This implies that the scalar products (e· e'), 
(e·f'), (f·e') and (f·f') are Lorentz-invariant. Hence, 
the triad [i', j', k'] associated with fe', f'} is obtained 
from [i, j, k] by a rotation the Euler angles w, T, t 
of which are Lorentz-invariant. Moreover: It is 
shown in Appendix B that cos w, cos T, and cos t, 
as well as cos <p' are algebraic functions of the 
Lorentz-invariants 

K', K", K"', W, E, and cos <p. (35) 

Thus one may write 

DfmW, (J', "") = 1: DI~(S, (J, ",)D:m(w, T, t) (36) 
" 

where D;;m(w, T, t) are algebraic functions of the 
variables (35) . 

In general, let (kakbk.) be any permutation of 
(k'k"k"'). The recoupling functions-associated with 
the (ab)c ~ (ac)b recoupling-may be defined 
through the relations 

Q( kak.kb(E(~b)N')' PaP.Pb, JM 1)(acb») 

1: Rl(WE(abc)Jo:; N'N1)(acbh(abc») 
N~(abc) 

X Q(kakbk~(E(abc)N), PaPbP., JM1)(abc»); (37) 

(37) is solvable for the functions Rl using (30), 
(36), the unitarity of the D's as well as the or­
thogonality and recoupling relations of the eGc's 
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of Ra. The result reads 

Rl(we(abc)Jaj N' N 7J(acb)r}(abc» 

= (-)21(471")-2(2J + 1)[(2s + 1)(2s' + 1)]' 

X {O";:: s~}5(tt')5(LL')R(WE(abC)aj m'mN'N) (3S) 

where 

R(wE(abc)Jaj m'mN'N) 

== {O d<p(abc) sin <p(abc)[(2N + 1)(2N' + 1)]' 

X D~'m(w, T, ~)PN'(COS <P(acb»PN(COS <p(abc» (39) 

In (3S), 7J(abc) stands for [stLm] and 7J(acb) for 
[s't'L'm']. According to the above, R is an integral 
of an algebraic functionj however, we shall not deal 
in the present paper with its analytic properties, 
nor with its symmetries. 

Note that the analogy between the functions 
R and the Racah coefficients leads one to look for 
certain relations among these functions. Namely, 
the product of the two recouplings 

(ab)c ~ (ac)b, (ac)b ~ (ab)c 

yields the original situationj whereas the product of 

(ab)c ~ (ac)b, (ac)b ~ (bc)a 

is equivalent to the recoupling (ab)c ~ (bc)a. These 
imply for the R's analogs of (11.15) and (11.16) in 
Ref. (4). Similarly, one is tempted to derive some­
thing like the Bidenharn identity (1.3), Ref. (4), 
by defining first the analog of the 9j-symbols. Again 
these subjects will not be treated here. 

ACKNOWLEDGMENT 

The author is indebted to Dr. P. Thurnauer for 
helpful discussions. The stimulating encouragement 
of Professor R. E. Marshak and Professor S. Okubo 
is gratefully acknowledged. 

APPENDIX A 

It is convenient, for explicit calculations, to use 
the 2 X 2 matrix-representation of 4-vectors2 op­
erated on left and right by the corresponding rep­
resentation of the orthochronous proper Lorentz 
group. We shall use, in this Appendix, the X symbol 
to indicate matrix multiplication, a dot for Lorentz 
scalar product and a dot within round brackets­
for bold-type vectors-in case of usual 3-dimen­
sional scalar product. In cases of possible am­
biguity, Lorentz scalar products will also appear 
within round brackets. 

1. Let a = ao + CA· d)j denote ii = ao - CA· d.) 

We have 

a X ii = a X a = a2 = a2
, (A1) 

a X b = (ao + (A· d» X (bo + (B'd» 

= a·6 + ao(B'd) + boCA'd) + i(A, B, d), 
(A2) 

(A·B) = ! tr (A· d) x(B'd), 

aX6XcX6 

(A2') 

= 2(b·c){a·b + boCA'd) - ao(B'd) - i(A, B, d)} 

- b2 {a·c + co(A'd) - ao(C'd) - i(A, C, d)}. (A3) 

Let L(a) be a pure Lorentz transformation which 
transforms the 4-momentum a to its rest frame: 
L(a) X a X L(a) = a. Then2 

L(a) = Na(a + ii) j L-l(a) = Na(a + a) 

where No = [2a(a + ao)r', (A4) 

L -2( ) -1 a = a a. 

Direct calculation yields 

all. = L(b) X a X L(b) = fJ-la·b + (A'd) 

+ [,B(fJ + bo)rl[a·b - ao{J](B'd) 

(A5) 

(A6) 

so that a~ = (a·b)!fJ remains invariant when a ~ 
A-l X a X A-lt, b ~ A-l X b X A-lt. The trans-
formation induced on the 4-vector all. is, according 
to M(3.4), 

all. ~ all., = L(A-l X b X A- lt
) X A- l X L-l(b) 

X all. X L-l(b) X r lt X L(rl X b X[A-1t
) 

= Di(R-l(b, A» X all. X D,t(R-l(b, A», (A7) 

i.e. the spatial component of all. is rotated by R-1 (b, A). 
Denote i = (a + Wj then (A.6) implies 

L(a + b) X a X L(a + b) 

= (2E)-l{[EI + a 2 
- fJ2] + [A(ES

, a2
, fJ}]'(e'd)} (AS) 

where A is defined by (20) and e is a spatial unit 
vector. We refer to e as the unit vector associated 
with the 4-vectors a and b. 

2. A useful relation reads [see M(3.4) and (10)] 

Di(R-l(a, Fl(b») 

= L(L(b) X a X L(b» X L(b) X L-l(a) 

= aN all. [L(b) X L-l(a) + L-l(b) X L(a)] 

= [2{J(a + a· b/{J)(a + ao)({J + bo)r' 

X {(a + ao)({J + bo) - (A·B) + i(A, B, d)}. (A9) 

Thus, R-l(a, L-1(b» is a rotation around an axis 
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parallel to [A xB]; and if cp is the angle of rotation, By definition 
then 

cos icp = [2,8(a + a· b/,8)(a + 0.0)(,8 + bo)]-t 

X {(a + ao)(,8 + bo) - (AoB)}. (AlO) 

It is readily verified that 

(r1 X a X rly = At X a X A. (All) 

Relations (A5, 9, 11), as well as M(3.4), imply 

Dtt(R(b, A» X D'(R-1(a, L-1(b») X Dt(R(a, A» 

= Di(R-1(A-1 X a X A-It, L-1(A-1 X b X r 1t»)). 
(A12) 

3. Let a, b, and c be three 4-momenta. Denotell 

x = a + b, y = a + c, r = a + b + c; 

q(a, b) = HX(~2, a2
, ,82)rt 

X {a - b + [(a2 
- ,8~/e](a + b)}, (A13) 

(fod) = L(r) X q(x, c) X L(r), (AI 7) 

(f' od) = L(r) X q(y, b) X L(r). (A1S) 

Using (A2/), (A5), and some simple manipulations 
we have 

cos cp = (eof) = pH2«p + ~)2 - '/)r1 

tr {q(x, c) X [p -If + ~-l:f] 
X q(a, b) X [p-lf + ~-l:f]}, (A19) 

cos cpl = (e/of/) = p1][2«p + 1])2 - ,82)rl 

tr {q(y, b) X [p-lf + 1]-lg] 

X q(a, c) X [p -If + 1]-1y]} , (A20) 

(eoe/) = /~1][2«p + ~)2 - 'l)«p + 1])2 - f)r1 

tr {p-lr X [p-lf + ~-l:f] X q(a, b) X [p-lf + ~-l:f] 
X p -lr X [p -If + 1]-lg] X q(a, c) X [p -If + 1]-lg]), 

(A21) 
and similar definitions for q(a, c), q(x, c), and 
q(y, b). The q's fulfill (eof/) = pH2«p + ~)2 - '/)r1 

q2(a, b) + 1 = q2(a, c) + 1 

= q2(X, c) + 1 = q2(y, b) + 1 = 0, 

q(a, b)·x = q(a, c)·y 

= q(x, c)·r = q(y, b)·r = O. (A14) 

Let e2 be the spatial unit vector associated with 
a and b, e~ with a and c, f with x and c, and f' with 
y and b. These vectors are related to the respective 
q's through relations similar to (16). Denote 

(eod) = Dt(R-1(x, L-1(r») X (etod) 

X DP(R-1(x, L-1(r») = pH(p +~? - 'Y2r 1 

X {L(r) X L-1(x) + L-1(r) X L(x») 

X L(x) X q(a, b) X L(x) 

X {L(x) X L-1(r) + L-\x) X L(r)}, (A15) 

(e/od) = Dt(R-1(y, L-\r») X (e~od) 

X Dlt(R-1(y, L-1(r») = P1][(p + 1])2 - fr1 

X {L(r) X L-1(y) + L-1(r) X L(y») 

X L(y) X q(a, c) X L(y) 

X {L(y) X L-\r) + L-\y) X L(r»). (AI6) 

11 Greek. letters denote masses or invariant energies of 
correspondmg 4-momenta; e.g., ')'2 = c2, ~2 = X2, etc. 

tr {q(y, b) X [p-lf + ~-l:f] 
X q(a, b) X [p-lf + ~-l:f]}, 

(e/of) = p1][2«p + 1])2 - ,82)r1 

tr {q(x, c) X [p -If + 1]-lg] 

(A22) 

X q(a, c) X [p -If + 1]-lg]), (A23) 

(fof/) = (2/)-1 tr q(x, c) X f X q(y, b) X f. (A24) 

It follows from (A. 11 ) that tr {al X a2 X aa X 
a4 X ... X a2n ) is invariant under the transforma­
tion a, --t A-I X a. X A-It (i = 1, 2, ... , 2n). 
This proves the invariance of (AI9-24) under Lor­
entz transformations. 

Using (A.3), it is possible to solve (A.I9) for 1]2; 

1]2 "'" (2~yl {[X(/, e, 'l)X(~2, at, f)]t COS cp (A25) 

+ [~2(a2 + ,82 + 'l + /_ ~2) _ (a2 _ f)(p2 _ 'Y2)]) 

Inspection on relations (A.20-24) implies that their 
right-hand sides are expressible as algebraic func­
tions of the variables 

a2 ,,8\ 'Y2, /, ~\ and coscp. (A26) 

Let i', f, and k' be defined in terms of e' and 
f' in a way analogous to (7). It is clear from the 
above that the scalar products (ioi'), (iof), ... , 
(kok') are algebraic functions of the variables (A.26). 
At the same time, these scalar products are the 
matrix elements of the rotation which transforms 
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the triad [i, j, k,] onto [i', j', k']. Since the cosines 
of the associated Euler angles are algebraic func­
tions of these matrix elements, we conclude that 
they are algebraic functions of the variables (A26) as 
well. 

APPENDIX B 

1. The 4-momentum k' + kIf (as well as kIf') 
is expressible in terms of the variables l = (k' +k,,)2, 
K',,2 = k",2, rand f. Accordingly, the rotation 
R-1(k' + k", L-1 (r» is independent of e 2 • 

Let a2, {32 be the polar angles of e2; a, (3 those of e; 
and 

e = R-1(k' + k", L -1(r)e2 • (B1) 

It is readily checked that iJ(a2' (32)/O(a, (3) = 
sin a/sin a2, and therefore 

sin a2 002 d{32 = sin ada d{3, or dO (e2) = dO (e). 

(B2) 

e. through an angle r such that e v coincides with :A.; 
then rotate around :A. through an angle 8 such that 
e. coincides with k; finally, rotate around k through 
1/1 such that :A. coincides with j. 

It follows that 

sin 8 = Jl.2 = (sin SO)-1 

X [cos2 a + cos2 'Y - 2 cos a cOS'Y cos so]l, (B6) 

~ _ cos 'Y sin a sin {3 - cos a sin 'Y sin 8 
cot r = A: - cos 'Y sin a cos {3 - cos a sin 'Y cos 8 ' 

and therefore 

cos 0 = ±(sin sofl[l + 2 cos a cOS'Y cos SO 

- cos2 a - cos2 'Y - cos2 so]i, 

cos 1/1 = (:A..j) = [cos 2 a + cos2 'Y 

(B7) 

(B6') 

- 2 cos a cos 'Y cos sori(cos 'Y - cos a) cos tso. (B8) 

Evidently, 
2. Let e and f be two independent unit vectors; 

a, {3 the polar 'angles of e; 'Y, 8 those of f. Then cos SO = cos a cOS'Y + sin a sin 'Y cos ({3 - 8). (B9) 

e = (sin a cos {3, sin a sin (3, cos a), 

f = (sin'Y cos 8, sin 'Y sin 8, cos 'Y). 

The unit vector 

:A. = [cos2 a + cos2 'Y - 2 cos a cos 'Y cos sor! 

X {e·cos 'Y - f·cos a} 

(B3) 

(B4) 

In order to calculate the volume element 

dn (e) dO (f) = sin a sin 'Y da d{3 d'Y d8 (BIO) 

in terms of angles SO, r, 0, and 1/1, it is helpful to define 

a = a + 'Y, 1 = a - 'Y, 

P = t({3 + 8), ~ = t({3 - 8). (Bll) 

lies on the intersection of the (e, f) plane 'Ir with It is readily checked that the Jacobian of this trans­

the xy plane, since its z-component vanishes. In formation is I, and 

(B4), as before, cos SO = (e·f). dO(e) dO(£) = t(cos 1 - cos a) da dP d1 d~. (B12) 

The unit vector 

y, = (sin SO)-I[COS
2 a + cos2 'Y - 2 cos a cOS'Y cossor1 

X {e(cos 'Y cos SO - cos a) + f(cos a cos SO - cos 'Y)} 

(B5) 

is perpendicular to l. and lies in the plane 'Ir. 

Let i, j, and k be defined as in (7). By definitions, 
the z axis, k, and y, are perpendicular to A; hence 
they are coplanar. Also ,(y,·k) = O. 

Three Euler angles r, 8, and 1/1 associated with 
[i, j, k] are defined as follows: First, rotate around 

Also, 

cos SO = rea, 1, ~) 

= cos 1 cos2 ~ + cos a sin
2 ~, (B9') 

. [8(a,1, ~) Ji 
sm 8 = 1 _ r2(a, 1, ~) 

[
1 - (cos2 1 cos2 ~ + cos2 a sin

2
_ ~)Ji 

1 - (cos 1 cos2 8 + cos a sin2 8)2 , 
(B6") 

cot r = s~ a tan ~ ~ sin! cot ~ , 
sm a - sm 'Y tan {3 cot 8 

(B7') 

.1. _ [u(a, 1)[1 + r]Ji _ [HI - cos a)(l - cos 1)(1 + cos 1 cos
2 5 + cos a sin

2 ~)Ji (B8') 
cos 'I' - 8 - 1 - (cos2 a sin2 u + cos2 1 cos2 ~) • 

The meaning of r, 8, and u is obvious. 
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It is readily checked that 

I 
a(a, fJ, "Y, 8) I = lac cot r, s~ (J, cos _1/1, cos 'P) 1-1 

a(r, (J, 1/1, 'P) a(fJ, a, 1, 8) 

X . ~ t Icos (J sin 1/1 sin 'PI (B13) sm 

(vertical linea indicate absolute value). 
Since (J, 'P, and 1/1 do not depend on p, we have 

la(cot r, s~ (J, cos 1/1, COS'P)I 
a(fJ, a, 1, ~ 

= la co~ r. a(sin (J, cos I/I! COB 'P) I (B14) 
afJ a(a, 1, 0) • 

Let x be any of the variables a, 1, 5; then 

(cos 1/1) =! cos I/I{uz + ~ - ~}. (BI5) 
z 2 u l+r 8 

Hence 

la(Sin (J, co.. I/I! COS'P)I =! ISin (J co... 1/1. a(r,8'~)1 
a(a, 1, 0) 4 su a(a, 1, 0) 

= 1(8sur1 sin (J COB 1/1(1 - cos 'P) sin a sin 1 

(B16) 

I 
= sin2 t' (BI7) 

(COB ",) - r • (sm' (J) =! sm' (J{~ + 2rrz } . ... ,,- z, "2 8 I - r2' Hence 

la(a,fJ,"Y,o)1 I 8sucos(Jsinl/lsin'P I 
a(t, (J, 1/1, 'P) = sin (J cos 1/1(1 - cos 'P) sin a sin 1( cos 1 - cos a)2 sin 25 . (BI8) 

The following relations hold (according to B.6", 
7', 8', 9'): 

8 = sin2 
(J sin2 'P 

= I - (cos a + cos 1) COB 'P + COB a COB 1, (B19) 

u = J(I - COB a)(l - cos 1) 

= sin2 
(J cos2 1/1(1 - COB 'P), (B20) 

(cos 1 - COB a) sin 25 = 2 cos (J sin 'P, (B2l) 

COB a + cos1 

= sin2 (J(l + cos cp - 2 COB2 1/1). 

Hence 

Isin a sin 11 = 1[2u(1 + cos a)(l + COB 1)]il 

= 14 sin2 
(J sin 1/1 cos 1/1 sin cpl, 

and therefore 

I 
a(a, fJ, "Y, 0)1 I sin (J sin cp I 
a(t, (J, 1/1, cp) = cos 1 - cos a . 

(B22) 

(B23) 

(B24) 

Geometrically, cp varies from 0 to 211:, or from -71" 
to 71". However, rotation around the bisector of e 
and f through an angle of 71" changes cp into -cpo 
Accordingly, we limit the variation of cp from 0 to 
71", and multiply the Jacobian by 2. Therefore, by 
(B.12), 

dO (e) dO (f) = sin (J sin cp dt d(J dl/l dcp 

= dO (Ra) d (- COB cp) (B25) 

where 0 ~ (J, cp ~ 1/1, 0 ~ t, 1/1 ~ 271". 
Integrating over the two spheres of eand f­

using either (B.1O) or (B.25)-yields 1671"2, which 
checks the relation (B.25). 

3. (B.2) and (B.25) imply that the normalization 
of the CGc's in the scheme of Sec. 2 is the same as 
the one used by MacfarIane,a provided the projec­
tion functions are orthonormal (using the weight 
function sin (J sin cp), as are the products of two 
P(k1k2' 1'11'2, JMT/) (when the weight function sin a 

sin"Y is used). 
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Some Spatially Homogeneous Anisotropic Relativistic Cosmological Models 
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Some solutions of the Einstein field equations for a dust source are given in explicit form. They 
are spatially homogeneous, irrotational, and anisotropic. They can be characterized as those spatially 
homogeneous expanding models that do not permit a simply transitive three-parameter group of 
motions. The models are compared in detail with observations and with the Friedmann models. In 
a few instances slightly longer time scales are obtained with the present models than from the corre­
sponding Friedmann models. 

INTRODUCTION Case 1: 

SOME relativistic dust models are given that are 
spatially homogeneous, have shear, and have 

no rotation. Because the metrics have very simple 
explicit forms they are useful for judging what effects 
shear has on cosmological evolution. The models 
that have, at some time, an expansion, acceleration 
parameter, and shear consistent with current ob­
servations are qualitatively rather similar to Fried­
mann models. Despite their simplicity the models 
apparently have not appeared explicitly in the 
literature. l 

[Zl, Z2] = Za, [Z2, Za] = Zl, [Za, ZL] = Z2, 

We consider solutions of the Einstein field equa­
tions without cosmological constant for a dust 
source 

(1) 

Here u,. is a timelike vector field normalized by 
u"ua = 1. We use the units c = 1,87rk = 1 through­
out. Suppose the space-time permits an isometry 
group transitive on three-dimensional spacelike 
hypersurfaces. Most such metrics belong to the 
Taub-Heckmann-Schiicking class2 because there 
exists at least one 3-parameter isometry group which 
is simply transitive on the hypersurfaces. We here 
consider only metrics which permit no simply tran­
sitive 3-parameter groups so that the methods of 
Ref. 2 are not applicable. From the results of Petrova 

it follows that there are only two Lie Algebras to 
consider, both four-dimensional: 

* NSF Coop Fellow. 
t Research supported by Aerospace Research Labs, OAR, 

AF-33(615) 1029. 
1 See the review of matter solutions by J. Ehlers in the 

proceedings of the London (1965) Conference on General 
Relativity. 

2 L. Witte~ Gravitation (John Wiley & Sons, Inc., New 
York, 1962), \,ihap. 11. 

a A. S. Petrov, Einstein-Raume (Akademie-Verlag, Berlin, 
1964). Cases 1 and 2 are classified as G4-VIII and VII, 
respectively, by Petrov, pp. 60, 225, and 226. 

[Z4' Z;] = 0 (i = 1,2,3,); (2) 

Case 2: 

[Zl, Z2] = ZL, [Z2' Za] = Za, [Za, Zd = 2Z2, 

[Z4,Zi] =0 (i=1,2,3,). (3) 

The operators Zi, (i = 1, 2, 3), must operate on 
two-dimensional subspaces. 

EQUATIONS AND THEIR SOLUTIONS 

The resulting fields are spatially homogeneous and 
nonisotropic. Because of the assumed symmetries 
there exist, locally, coordinates 

x/ = I{), 

such that 

u,. = aa~ + (3a~, 
and the metric has the respective forms3

: 

Case 1: 

Case 2: 

ds2 = dt2 _ X 2(t) dr2 
- y2(t) d02, 

where d02 = sin2 0 dl + de2
; 

ds2 = dt2 
- X2(t) dr - ~(t) dl, 

where dT2 = sinh2 0 d(/ + d02. 

The group generators area 

Case 1: 
a 
al{) , 

Z2 = sin I{) :0 + cot I{) cos I{) :1{) , 

Za = cos I{) ;8 - cot 0 sin I{) ;1{) ; 

(4) 

(5) 

(6) 

443 
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Case 2: 

Z4 = !, Zl = -coscp :0+ (coth Osincp - 1) :cp' 

Z2 = sin cp :0 + coth 0 cos cp :cp , 

Za = cos cp :0 - (coth 0 sin cp + 1) :cp' 

The field equations become 

Case 1: 

T; = 0 (i ¢ j); 

Case 2: 

T
o _ Xy _ 1 _ y2 
o - XY y2 

1 r I_y2 
Tl = 2 Y - y2 , 

2 T3 :k r xy 
T2 = 3 = X + Y + XY , 

T; = 0 (i ~ j). 

(7) 

(Sa) 

(980) 

(lOa) 

(11 a) 

(Sb) 

(9b) 

(lOb) 

(lIb) 

The field equations for Case 1 are given by 
Tolman, Bondi, and others'; however, the further 
computations of these authors do not apply in our 
case due to the fact that aY/ar = O. 

Equations (1), (lla), and (lIb) require u" = c5~. 
The remaining equations are 

Tg = p, T; = 0 (i, j = 1,2,3). (12) 

They are quite easily solved by first solving (9a) 
and (9b) and then treating Y as an independent 
variable in (lOa) and (lOb). The solutions are best 
expressed in terms of a function 1/(t): 

Case 1: Closed Solution, 

X = E + (E1/ + b) tan 1/, (13) 

Y = a cos2 1/, (14) 

t - to = a(1/ + !sin 21/), (15) 

p = E sec' 1//a2 [1 + (1/ + b) tan 1/]; (16) 
----

4 H. Bondi, M. N. 107, 401 (1947), and references listed 
there. 

here b, a, and E are constants satisfying 

E = 0, 1, - ex> < a < ex> , a ¢ 0, 

-!1r ::; b < 0; (17) 

Case 2: Open Solution (a), 

X = E - (E1/ + b) tanh 1/, 

Y = a cosh2 1/, 

(1S) 

(19) 

t - to = a(1/ + ! sinh 21/), (20) 

p = -E sech' 1//a2[1 - (1/ + b) tanh 1/]; (21) 

Open Solution (b), 

X = E - (E1/ + b) coth 1/, 

Y = a sinh2 1/, 

t - to = a(1/ - ! sinh 21/), 

P = -E csch' 1//a2[1 - (1/ + b) coth 1/]. 

(22) 

(23) 

(24) 

(25) 

For case 2, a and E have the same ranges as for 
case 1, but b satisfies 0 ::; b < ex>. 

Computing the conformal tensor shows that these 
metrics are type D with principal null directions 
in the r, t plane.6 For E = 0, Case 1 is the vacuum 
Schwarzschild solution inside the "singularity": 

di = dy2/(ay- 1 
- 1) 

1 ::; a/Yo (26) 

For E = 0 Case 2 reduces to the known vacuum solu-
tions6

: . 

Open solution (a), 

wl = dy2/(1 - ay- 1
) - (1 - ay- 1

) dr2 
- ~ dr2, 

o ::; a/ Y < 1; (27) 

Open solution (b), 

ds2 = d~ /(1 + ay-l) - (1 + ay-1
) dr2 

- ~ dr2, 

o < a/Yo (2S) 

COSMOLOGICAL CONSIDERATIONS 

For E ¢ 0, Cases 1 and 2 resemble the Fried­
mann solutions7 for vanishing pressure. In the Fried­
mann case there are both open and closed solutions; 
however, our closed metric, Case 1, is not periodic 
in time as is the corresponding closed Friedmann 
universe. Our open models suffer the same difficulty 
as the open Friedmann models-the magnitude of 

• Compare F. Pirani, Brandei8 Lectures on General Rela­
tivity (Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 
1964), Vol. 1, p. 321. 

6 Reference 3, p. 173. 
7 L. D. Landau and E. Lifshitz, Classical Theory of Fields 

(Addison-Wesley Publishing Company, Inc., Reading, Mas­
sachusetts, 1962), p. 375. 
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TABLE 1. Representative "good" points. Shear IT, expansion hi, acceleration parameter a, proper 
time T since last singularity, and time TF for a corresponding Friedmann model since the last singu­
larity are listed for some selected values of a, b, and proper time t. 1 H = 1010 years in units for 
which c = 8ak = 1. 

a b IT 

0.4H -1.9 1.0H .25 H-I 
1.0 -1.7 2.05 .06 

-0.7 -1.6 -.52 .57 
-0.8 -1.55 -.67 .40 
-0.7 -1.5 -.57 .36 
-0.6 -1.4 -.47 .24 
-0.3 -1.0 -.15 .16 
-0.22 -.8 -.09 .10 

the acceleration parameter is too small for con­
sistency with current observations. 

A more detailed comparison of the models in 
Case 1 with current observations can be made if 
we take some numerical valuess

.
9 for the Hubble 

constant hi and the acceleration parameter a = hdh~: 

a~ -2. 

(29) 

(30) 

Moreover, the fact that the red shift vs luminosity 
curve shows no gross anisotropies gives an upper 
limit on the shear CT, defined by 

20-2 = (Ui;; - hijuk ;k/3)(u';; - hiium;m/3). (31) 

where 

hij = go; - U,Uj. 

Current observations suggest CT :::; .35 X 10-10 

(years) -I. With CT small it is reasonable to identify 
the observed values of hi and a with the theoretical 

10 

1.5 1.0 2.5 >.0 
t + 

FIG. 1. Plots of R, IT, and IT/hi as functions of time for 
a = 1.0 H b = -1.7, and to = o. IT is discontinuous at 
IT = 0 because IT is defined as a positive square root. The 
units of R, IT, and tare 0.1 H f, H-I, and H, respectively. IT/hi is 
unitless and 1 H = 1010 years. 

8 G. C. WcVittie, Encyclopedia of PhY8ic8 (Springer-Verlag, 
Berlin, 1959), Vol. LUI, p. 445. 

I J. Kristian and R. K. Sachs, Ap. J., Feb. 1966. 

hi -a T TF 

1.09 H-I 2.0 H-2 .38 H .47 H 
1.03 .91 .48 .58 
1.01 1.56 .58 .52 
1.00 1.19 .57 .55 
1.00 1.24 .53 .54 
1.02 1.28 .47 .53 
1. 01 2.66 .32 .43 
1.02 4.27 .26 .37 

values averaged over angles on the celestial sphere. 
Then9 

hi = ua
;a/3. 

a = -(p/6 + 2(2)/h~. 

(32) 

(33) 

Because current observational estimates of p vary 
so widely we do not assume an independent value 
for it. 

Machine calculations were used to get values of a, 
b, and t in the closed models for which a, hi, and CT 

are fairly close to the above values. Some of the 
points are given in Table 1. This table also con­
tains the proper time T since the last singularity 
and the corresponding proper time T F for that 
pressure-free Friedmann model which has the same 
hi and a. Of course all our models have sin­
gularities, as follows from the Raychaudhuri equa­
tion.10 The singularities for the closed models are 
of two kinds. We may visualize the two kinds by 
suppressing the angle cp in the metric and visualiz­
ing three-space as the surface of a cylinder. In 
one kind of singularity the cylinder squashes to a 
disk, in the other it contracts to a line. If p and hi 

10 

-1.0 ·.5 t + 
.0 .5 

FIG. 2. Plots of R and IT as functions of t for a = -0.7 H, 
b = -1.6, and to = O. The units of R, IT, and tare 0.1 HI, H-I, 
and H, respectively, where 1 H = 1010 years. 

10 Raychaudhuri, Phys. Rev. 98, 1123 (1955). 
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are given T F > T, but with a and hi given it can 
happen that T > T F • 

Also given below are some graphs of R, CT, CT /hi' 
and p for Case 1. Figures 1 and 2 indicate the 
tendency of CT to become very large for small values 
of R, and Fig. 3 shows the overall structure of p 
as a function of 1/. R = P -i. 

The main qualitative conclusion to be drawn 
from the foregoing data is that a shear which is 
presently small does not really have a large effect 
on the available time scale or on the observed 
values of hi and a. However, at times much earlier 
or later than the present, CT becomes much larger 
than hi in all our models, as is indicated in the 

FIG. 3. A plot of p as a function of TJ for 
a = 0.4 H, b = -1.18. p is in units of H-2 
where H = 1010 years. 

graphs. Large values of CT at early stages in the 
evolution of the universe would critically affect 
the mass density and with it all other physical pa­
rameters for these early stages. 

Case 1 has been found independently by Kip 
S. Thorne in his thesis, Geometrodynamics of Cylin­
drical Systems, Princeton University, May 1965, 
(unpublished) . 
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Families of special functions, known from mathematical physics, are defined here by their recur­
sion relations. The operators which raise and lower indices in these functions are considered as 
generators of a Lie algebra. The general element of the corresponding Lie group thus operates on the 
function in two ways: on the one hand it shifts the argument of the function; on the other hand it 
produces an infinite sum of functions (at the unchanged argument) with shifted indices. Equating the 
two results of the operation gives us "addition theorems," hitherto derived by analytical methods. 
The present paper restricts itself to the study of 2- and 3-parameter Lie groups. 

I. INTRODUCTION 

A. 

T HE study of special functions has always made 
use of techniques from the theory of analytic 

functions. And indeed, there are properties of the 
special functions which by their nature can only 
be handled analytically (e.g., integral representa­
tions). However, it will be seen that a great many 
of the properties which appear in the form of sum­
mations (expansions, addition theorems) may be 
derived without any recourse to analytic methods. 
These methods are replaced here by the powerful 
concepts of the Lie algebra (or Lie group) related 
to the special function under consideration. The 
method by which addition theorems are obtained 
is extremely simple and straightforward; many other 
expansion theorems are then derived from the addi­
tion theorems. 

The basic idea of the Lie group is that from an 
ttinfinitesimal operator" mI, which shifts the point 
s == (x, y, z, ... ) to a neighboring point (s + ds), 
one may generate a ttfinite operator" exp amI, 
which shifts the point s into a point s' at a finite 
distance along the ttpath curve" of the one-param­
eter group exp amI. If the same operator is applied 
to a function of the coordinates F(s), it will operate 
on the argument of the function: 

exp amI·F(s) = F(s') == F(exp amI·s). (1) 

In what follows, we consider those infinitesimal 
differential operators which appear in the recursion­
relations for the various special functions, and gen­
erate from them finite operators. Any pair of re­
cursion relations for the special functions may be 
rewritten in the form 

(2) 

where <R and £ are differential operators (I'raising" 
and "lowering" operators for the index n) and P .. , 

A .. are constants. Hence <Rm·F" is defined for any 
integral m, so that one may apply the operators 
exp a<R, exp a£ to the functions F,.(s): 

exp a<R·Fis) = i:: a~ (p"P"+l .•. P,,+m-l)F,,+m(s), 
m-O m. (3) 

expa£.F .. (s)=i:: a~ (A .. A .. _1 ••• A..-m+l)F .. -m(s). 
m-O m. 

These series mayor may not terminate, depending 
on the particular values of P .. , A ... 

Equations (1) and (3) may now be combined in 
various ways. To begin with we have two "addition 
theorems," one due to the operator <R: 

Fn{ exp a<R ·s) = F,,(s') = i:: a~ {Yi Pn+.}F,,+m(S), 
m-O m. i-O 

(4a) 

and a similar one due to the operator £: 

F .. (exp a£·s) = Fn(s/l) = i:: a~ {Yi An-i}Fn-m(S). 
m-O m. ;=0 

(4b) 

Further, we can try to combine <R and £, e.g., 
in the form exp (a<R + (3£). Now, if <R and £ com­
mute, i.e., [<R, £j = 0, we have the simple "com­
position law" 

exp a<R' exp {3£ = exp (a<R + (3£); 

however, when [<R, £] ~ 0 then the left-hand side 
differs from the right-hand side, and depends upon 
the successive commutators of <R and £. The set 
of such operators which is closed under commutation 
constitutes the Lie algebra generated by <R, £. 
Any member mI of the algebra generates a finite 
operator exp amI; the products of these generate 
the Lie group corresponding to this Lie algebra. 
The composition law within the Lie group is uniquely 
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determined by the commutation rules of the Lie 
algebra generated by (R and £. It will be seen that 
the algebras for all functions considered below are 
quite simple and immediately identifiable. 

B. 
We consider any set of functions as defined by 

its recursion relations, and derive all properties 
of the functions from these relations. This is similar 
to the point of view taken by Infeld and Hull in 
their paper on the factorization method.1 In their 
work Infeld and Hull show that (under very mild 
restrictions) every second-order differential equa­
tion of the form 

[(d/d6){p(6)(d/d6)} + q(6) + Xp(6)]·P(6) = 0 
may be brought to the form 

[(ef /dx2
) + rex, m) + X]· Y(x) = 0 

(m is a parameter which takes on integral values). 
If certain conditions are met, this differential equa­
tion may be replaced by two first-order equations 

<R .... y'" == [k(x, m + 1) - (d/dx)]· Y'" 
= [X - L(m + l)]lym+l, 

(5) 
£",·Y" == [k(x, m) + (d/dx)]·Y'" 

= [X - L(m)]lym-\ 

these being the recursion relations. Infeld and Hull 
investigate all the functions k(x, m), L(m) which 
permit this factorization of the differential equation, 
and classify these into six interdependent types, 
treating many examples of families of special func­
tions as special cases of these types, and determin­
ing the functions together with their eigenvalues 
quite elegantly. 

Suggestive for our present work is the proof which 
Infeld and Hull give for the fact that L(m) is at 
most quadratic in m. 2 

L(m) = am2 + bm + c. (6) 

In order to draw conclusions from Eq. (6), we prefer 
to introduce3 differential operators (R, £ which do 
not refer to the index m of the function being 
operated upon. Equations (5) are then replaced by 

(R. Y'" = [X - L(m + l)]lym+\ 
(7) 

£. Y'" = [X - L(m)]l y"'-l, 
----

1 L. Infeld and T. E. Hull, Rev. Mod. Phys. 23, 21(1951). 
I This holds for the four types denoted as A-D by Infeld 

and Hull; the other two types (E,F) are transformable into 
A-D. 

• To do this, we introduce a spurious variable, say <1>, and 
and consider functions F"'(x,<I» '" G"'(<I»Y"'(x) such that 

k(x,m+l)·[G"'(<I»Y"'(x)] "" K(x)(a/a<l»[Gm(<I»Y"(x)]. 
Variations on this procedure occur in each one of the sections 
below. See, in this connection, the similar steps taken by L. 
Weisner, Pacific J. Math. 5, 1033(1955). 

from which two forms of the differential equation 
are obtained, by applying either (R.£. or £.(R. to 
Y"'. Subtracting the two forms from each other 
gives: 
[(R, £]. Y'" == [(R£ - £(R]. Y'" 

= {L(m) - L(m + I)} Y"'. (8) 

If we now consider a family of functions for which 
L(m) = const [i.e., a = b = 0 in Eq. (6)], then 
[CR, £]. Y"'=O for all m. This suggests that [(R, £] =0, 
and indeed for the case of the Bessel functions 
[where L(m) = 0] we find that the differential 
operators commute. 

Suppose however that L(m) is linear in m (as is 
the case for the Hermite functions); then {L(m) -
L(m + I)} = -b is independent of m. We write 
[(R, £] == ;m, and ask for the effect of [;m, (Rj, [£, ;m] 
on ym: 

[;m(R - (R;m]. Y'" = -b[X - L(m + l)]iy"+1 

+ b[X - L(m + l)]ly"'+l = 0, 

and similarly for £. This suggests [;m, (RJ = [;m, £J = 0, 
and there is no difficulty in verifying this for the 
differential operators of the Hermite functions. The 
Lie group generated by (R, £ is thus a three-pa­
rameter group; the composition law in this group 
is known ("Weyl's identity"), and is rederived 
by use of matrix representations in the Appendix. 

In the most general case, where L(m) is quadratic 
in m, similar reasoning leads us to find that (R, £ 
generate a three-parameter Lie group which (after 
normalization) is locally isomorphic with the rota­
tion group in three-dimensions, 03 • (Some useful 
decompositions of the general element of this group 
are derived in the Appendix.) Thus, all functions 
treated by Infeld and Hull turn out to be related 
to at most three-parameter groups. However, larger 
groups make their appearance as soon as more than 
one independent variable is admitted (for example, 
see Sec. lIE below, where it is shown how the shift 
operators generate the group Un). 

c. 
The close relationship of Infeld and Hull's work 

with Lie groups, which has been discussed above, 
has also been noted by Miller. 4 In his Memoir 
he recasts the classification into types, introduced 
by Infeld and Hull, into a classification of Lie groups, 
all of them being special cases of a master group 
with four parameters. Our paper makes no attempt 
at an over-all classification, but rather takes known 
families of special functions and their known re­
cursion relations as given. From each set of recursion 

4 W. Miller, Mem. Am. Math. Soc. No. 50 (1964). 
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relations the corresponding Lie algebra is generated 
and various expansions are derived, again with no 
attempt at exhausting the long lists of such ex­
pansions which are available in the literature. The 
examples in this paper are presented to support 
the point of view that all expansions and addition 
theorems are induced by the operations of elements 
of the appropriate Lie algebra. We have restricted 
ourselves to two- and three-parameter groups in 
this paper, indicating in several places which higher 
groups remain to be treated in a later publication. 

n. SPECIAL FUNCTIONS RELATED TO 
TWO- AND THREE-PARAMETER GROUPS 

A. Bessel Functions 

The recursion relations for Bessel functions are 

In this form one sees directly that CR and £ commute: 

[CR, £) = 0; (14) 

hence, the composition law within the Lie group 
is additive: 

exp QCR· exp (:1£ = exp (aCR + (:1£). (15) 

We now proceed to construct addition theorems 
for the functions 

which we consider alternately as functions of polar 
or of Cartesian coordinates. For dealing with the 
polar coordinates it proves convenient to introduce 
the variables 

[(nlr) - (dldr»)·Jn(r) = In+1(r) (Pn = An+! = 1), (9) u == X + iy == rei., (16) 

[(nlr) + (dldr»)·J.,(r) = J.,_l(r) in terms of which 

from which the Bessel differential equation follows: 

[ 
d2 1 d n2 ] -2+---"2+1 ·J(r) =0. dr rdr r ., (10) 

The differential equation will not play any role 
in the following considerations (consistent with the 
fact that CR£, £CR do not belong to the Lie algebra), 
and is presented only as an aid in identifying the 
function. 

In order to obtain CR and £ in a form which does 
not refer to the index of the Bessel function, we 
interpret n as the result of operating with -i(alarp) 
upon the function ei

.... Our recursion equations 
become 

Our raising and lowering operators 
pressed in polar coordinates) 

CR = ei

.( -~ :rp - :r)' 
£ = e-

i
.( -~ :rp + ~). 

are thus (ex-

(12) 

Expressed in Cartesian coordinates these become 

a . a 
CR = -- - 't-

ax ay' (13) 

£ = +~ - i~. 
ax ay 

a CR = -2-
av' 

(17) 

In the space of u and v, the finite operators exp aCR, 
exp (:1£ are translation operators. exp QCR sends v 
into (v - 2a), and leaves u invariant, while exp (:1£ 
sends u into (u + 2(:1), leaving v invariant. Operating 
on the functions of (u, v) we have, on the one hand, 

exp QCR·F .. (u, v) = exp [-2a(alav»)·F.,(u, v) 

= F .. (u, v - 2a) 

and, on the other hand, 

exp QCR·F .. (u, v) = t Q~ F .. +m(u, v); 
m-O m. 

or, combining these equations: 

F.,(u, v - 2Q) = t a~ F .. +m(u, v). 
m-O m. 

(18) 

We may now rewrite this addition theorem in the 
original variables (r, rp) so that it is brought into a 
better-known form. To do this we note the relations 

ei• = (ulv)i, (uv)i = r, u = rei., v = re- i
.; (19) 

thus 

F .. (u, v - 2Q) == [e i 
.... J .. (r'») 

= (C ~ 2a)"/2 J .. { [u(v - 2Q»)i}) (20) 

= {(uv ~2 2au)"/2J .. [(UV _ 2au)l)}. 
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Putting -2au == h we have, from (18), (19), and 
(20), 

(r2 + h)-!"J .. [(r2 + h)l] 

= f (-h)'" u-: [ei( .. +m)<IIJ .. +m(r)] 
... -0 2u m. 

(21a) 

~ 1 (_h)m - .. -mJ f.) 
L...t -, -2 r .. + ... \r . 

",-0 m. 

Similarly, using the operator £ ,we would obtain 
the companion equation 

(r2 + h)i"J .. [(r2 + h)i] = f 1, (2!!:.) "'r .. - m J .. _ ... (r). 
... =0 m. 

(21b) 

Both of these are precisely the forms listed in the 
Bateman project.5 

Next, consider the combination 

-HtR - £) == %x. 

This is a translation operator ill the plane of (x, y): 

exp [a(%x)]·x = x + a, exp [a(%x)]·y = y. 

By the previous reasoning, we find 

{exp !a(£ - tR)}· F,,(x, y) 

= exp [a(%x)]·F .. (x, y) = F .. (x + a, y). 

But, on the other hand, 

{exp !a(£ - tR)}· Fn(x, y) 

= exp (-!atR)· exp (!a£) . Fn(x, y) 

co '" 1 ( )'()' = f.; ?; i! 8! -;a ~ Fn _ 8 +,(x, y) 

_'" [CO (-1)' (a)2'-m] - 1_,];.._", Fn+",(x, y) ~ i! (t - m)! 2" . 

Equating these results, and returning to polar co­
ordinates, we arrive at 

co 

[e,n<jI'Jn(r')] = L: [ei(n+m)<IIJn+m(r)] 

[
CO ( -1)' (a)2'-"'] . t; (t - m)! t! 2" . (22) 

This addition theorem contains the well-known 
series expansion of J .. (r) as a special case. If we 
specialize (22) for the case r = cp = 0 (which implies 
r' = a, cp' = 0) we obtain 

_.. [", (-1)' (a)2t-"'J 
J .. (a) - ",~", In+m(O) t; (t - m)! t! 2" . (23) 

6 Higher Transcendental Functions, (McGraw-Hill Book 
Company, Inc., New York, 1953), Vol. II. Equations (21a) 
and (21b) appear on p. 100. 

But from the recursion relations it is easy to see 
that Jk(O) = 0 for every k, except k = O. Hence, 
if n is an integer, we find [normalizing Jo(O) = 1] 

_ co (-I)' (~)2'+" 
J .. (a) - t; (t + n)! t! 2 . (24) 

Introducing J .. (a) in (22) instead of its series 
expansion, we find Graf's addition theorem6 

co 

ei .. W-<II) J .. (r') = L: e,m<ll·Jn+m(r)J _R(a). (25) 
m"'-CX> 

To find further expansions, we make use of the 
most general operator available to us: (a.c - (3tR) . 
Introducing 

iz == (a{3) 1 , l' == (a/ (3)t, 

we have 

exp (a£ - (3tR) = exp [~ (1'£ - ~ tR) ] 
(26) 

co ( )' ~)'+t L: -Tr ~ 'Y'-!£'tR'. 
,.'-0 s. t. 

We can now make use of the fact that the operations 
of ill and £ on the functions F",(u, v) == [/"'<IIJ ... (r)] 
cancel each other out: tR·£·F", = F", = £·tR·F",. 
Hence, (for operations on the functions F ... ) the 
operator tR may be replaced by £-\ out of which 

co [", ()' ()k+"] 
exp (a£-{3tR) = k!.;, ~ (k;- t)! t! ~ 'Yk£k, 

k-a-t 

or, by Eq. (24), 
co 

exp (a.c - (3tR) = L: 'Yk Jk(Z)£k. (27) 
k=-a> 

Using this operator equation we obtain the addition 
theorem 

F ... (u' ,v') = exp (a£ - (3tR)· F m(u, v) 
(28) 

", 

= L: 'YkJiz)Fm_k(u, v), 
.1:""'-0:1 

where 

u' = u + 2a, v' = v + 2{3. 

Translating back from the coordinates (u, v) to 
the polar coordinates, Eq. (28) takes on the form 

( 
.<11 + 2 )lm 

r\ a Jm{[(re,<II + 2a)(re-'<II + 2(3)]1} 
re-' + 2{3 

= }:;", (~yk Jk[2(a{3)!] ei<m-k) <II J ",-k(r). (29) 
----

6 Reference 5, p. 45. 
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We may now make various specializations of our 
general addition theorem. Two special choices are 
detailed here. 

Choosing a = {3 == - !z gives 

[(rei</> + 2a)(re- i
</> + 2(3)]1 

== Z = (r2 + Z2 - 2rz cos q,)l 

and 

2(a{3)1 = 2a = -z. 

Equation (29) becomes 

In particular,7 for m = 0, 

a> 

Jo(Z) = .L: e-ik</>·Jk(z) . Jk(r). (31) 
k--co 

(32) 

It is of interest to note that the operator equa­
tion (27) may be applied to any functions on which 
<R and £ cancel each other. Thus 

(!£). {exp (av - u/a)} = a{ exp (av - u/a)} 

while 

(!<R). {exp (av - u/a)} = (l/a) {exp (av - u/a)} , 

so that (!<R) acts as the reciprocal of (!£) on the 
function exp (av - u/a). Hence we may use the 
operator equation (27) to obtain 

[exp ta(£ - <R)].{exp (av - ~)} 

= J;", Jk(2a)(~y{ exp (av - ~)} 

= tt", Jk(2a)akXexp (av - ~)}. 
On the other hand, the transformation in the (u, v) 
plane gives 

7 Reference 5, p. 101. 
8 Reference 5, p. 102. 

[exp !a(£ - <R)]' {exp (av - u/a)} 

= exp {a(v + a) - (u + a)/a} 

= {exp a(a - l/a)}{ exp (av - u/aH. 

Equating these two results, we find the Bessel 
generating function 

exp a(a - ~) = ki;", ak·Jk(2a). (33) 

B. Hermite Functions 

The recursion relations which define Hermite func­
tions are 

[x - (d/dx)]h,.(x) 

= [2(n + 1) ]'h,.+ 1 (x) , Pn~= An+l = [2(n + 1)]1, (34) 

[x + (d/dx)]hn(x) 

= (2n)ihn_ 1(x) , 

leading to the differential equation 

[x 2 
- (d2/dx2)]·hn(x) = (2n + l)hn(x). 

It follows from (34) that 

[x + (d/dx)]ho(x) = 0 

so that (with a choice of normalization) 

ho(x) = e-1z' and therefore ho(O) = 1. 

(35) 

(36) 

By adding the two equations of (34), and taking 
x = 0 we find 

(n + 1)lhn +1(0) = -n'h,._l(O) (37) 

from which, in particular, 

Equation (37) leads to an explicit form of h,.(O): 

h2m(0) = (-r: {[(2m) !]1/2m. m!}, 

h2m+1(0) = O. 

(38) 

(39) 

As in the case of the Bessel functions, we introduce 
a further variable in order to bring the raising and 
lowering operators into the standard form of Lie 
elements: the operation x. on h,.(x) is interpreted as 
x(a/at) operating on [e'h,.(x)]. Thus, the operators 
which generate the Lie algebra take on the form 

<R == x a/at - a/ax, 

£ == x a/at + a/ax. 
(40) 

The commutation laws are 

[<R, £] == mL = -2 a/at, [CR, mL] = [£, mL] = O. 

(41) 
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Within the plane of (x, t) we find 

exp (peR) : {x ~ x - p, 

t ~ t + px - tp2. 

{x~x+q exp (q£) : ' 
t~ t + qx + tl. 

(42) 

The composition law in the corresponding Lie 
group is (see the Appendix) 

exp (peR + q£) = exp (peR)· exp (q£). exp [( -tpq);m] 

= exp (q£) . exp (peR) . exp [(tpq);m]. 

We now derive the generating function for Hermite 
functions by applying the operator exp (zeR) to ho(x), 

[exp (zeR)]· [el ho(x)] = exp (t + zx - ti)ho(x - z) 

= exp (t + 2zx - i - tx2
). 

On the other hand, 

[exp (zeR)]· let ho(x)] = el t z: [eR"ho(x)] 
,,-0 n. 

co (2")i = el L: z" -. h,,(x). ,,-0 n. 

Equating the two results, we obtain the generating 
function for Hermite polynomials8 

exp (2xz - i) = t z~ Hix) , (43) 
,,-0 n. 

where H,,(x) == [2"n!]i exp (tx2)h,,(x). 

Next, we apply exp (a£) to [elh,,(x)]. On the 
one hand, 

[exp (a£)]· [el h .. (x)] = exp (t + ax + ta2)h,,(x + a), 

and on the other hand, 

[exp (a£)]· [el h .. (x)] 

I " a'" ['" n! Ji = e L: -, 2 ( _ )1 h ... ",(x). 
",-0 m. n m. 

Equating these last two results gives us our addition 
theorem, rewritten in terms of Hermite polynomials: 

_" (2a)"'n! 
H,,(x+a) - L: I( _ ),H".",(x). 

... -0 m. n m. 
(44) 

This addition theorem is not commonly known. 
Letting x = 0, and making use of Eq. (39), we 

find 

(45) 

where the finite sum is the well-known explicit 
form for the Hermite polynomial. 

Further addition formulas for Hermite functions 
involve products of these functions, and we see 
(Sec. E below) that product functions with n factors 
belong to the algebra of Un. 

C. Gegenbauer Polynomials 

From the recursion relations for the functions 

G~(cos 0), 

[-(l + 2a) cos 0 - sin O(d/dO)]G~ 

= -[(l + 1)(l + 2a)]!G~+1' 
[-l cos 0 + sin O(d/dO)]G~ 

= - [l(l + 2a - 1) ]!G~.l' 

(46) 

one obtains the differential equation of the Gegen­
bauer polynomials9 

[(d2/d02
) + 2a cot Oed/dO) + l(l + 2a)] 

·G~(cos 0) = o. (47) 

For a = t this reduces to the equation of the 
Legendre polynomials P1(cos 0). For a = 0, (47) 
is the differential equation of cos nO == Tn(cos 0), 
or of sin nO == sin OUn.l(cos 0), where Tn, Un are 
Tchebichef polynomials of the first and second 
kind,lo respectively. 

For l = 0, the lowering equation in (46) becomes 
sin O(d/dO)G~(cos 0) = 0, so that G~ is independent 
of 0, and may be normalized to unity: G~(cos 0) = 1. 
Adding the equations of (46), and setting cos 8 = 1, 
gives us a recurrence relation for the G~(I), from 
which we find 

G~(l) = [I'(2a + l)/I'(2a)l!]i. (48) 

In the literature the Gegenbauer polynomials are 
commonly normalized so that9 

Ca(l) = I'(2a + l) . 
I I'(2a) l! ' I.e., 

Ca( ) _ [I'(2a + l) J!Ga( '\ 
I cos 0 = I'(2a)l! I cos 0). 

(49) 

Setting cos 8 = 0 in the recursion equations gives 
us Gla) (0) = 0 for odd l, while for l = 2k we find 

a _ [I'(2a + 2k)J! a _ _ k I'(a + k). 
C2k(0) - I'(2a) (2k) ! G2iO) - () I'(a)k! 

9 Reference 5, p. 174ff. 
10 Reference 5, p. 183ft 

(50) 
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In order to eliminate the indices (l, a) from the and 
recursion relations, we consider functions [exp ')'CR] .sin 0 = e"vf 

F~(O, t) == e(l+a)'(sin O)aG~(cos 0), 

and operators 

,[ a. a] CR==e -cosOat-smO ao ' 

£ == e-{-cos 0 :t + sin 0 :0]. 
It follows from (46) that 

CR·F~(O, t) = - [(l + 1)(l + 2a)]lF~+1(O, t), 
£·F~(O, t) = - [l(l + 2a - 1)]iF~_1(O, t). 

(51) 

(52) 

(53) 

To find the algebra generated by CR and £, we 
first compute their commutator: 

[CR, £] == mt = -2 a/at; 
and then 

[mt, CR] = -2CR, [mt, £] = 2£. 

The algebra is isomorphic to that of the three­
dimensional rotation group, and the composition 
laws derived in Appendix B may be applied. 

To find the effect of CR and £ on the variables 
t and 0, it proves convenient to introduce the com­
binations 

We find 

so that 

U I == e-' cos 0, 

U2 == e' cos 0, 

VI == e-' sin 0; 

V2 == e' sin O. 

(54) 

[exp 'YCR] 'UI = UI + l' == uf [exp 'YCR] 'VI = VI == vL 

(55) 

In the CUI, VI) space, [exp 'YCR] is a translation in the 
UI direction. Reverting back to the original variables 
(0, t) we have 

[exp'YCR]'e-' = [exp'YCR]'[u~ + v~]i 
= [(UI + 1')2 + v~]i 
= [e-2' + 2'Ye-' cos 0 + 1'2]1 == e-" 

or 

el-l' = [1 + 2'Ye' cos 0 + 'Y2e2']1 == R. (56) 

Similarly it follows from 

[exp 'YCR]' cos 0 = [exp 'YCRj' [e'u1 ] = e"u{ 

that 

and 
cos 0' = [cos 0 + ('Ye')]·R-1, 

sin 0' = [sin O]·R- I
• 

(57) 

We are now in position to apply [exp 'YCR] to 
any function of (0, t). For example, we obtain the 
generating function of the C~(cos 0) by applying 
the raising operator to F~(O, t). On the one hand 
[taking into account G~(x) = 1], 

[exp'YCR]·F~(O, t) = (e"sin O,)aG~(cos 0') 

(' . 8,0-2)", = \e SIn Th • 

On the other hand, 

[exp 'YCR] ·F~(O, t) 

i: 'Yk (_)k[r(2a + k)k!JiF~(O, t) 
k-O k! r(2a) 

~ ( ')k[r(2a + k)JiGa( ,\(,. ,\'" f='o -'Ye r(2a)k! k cos O)\e sm 0) • 

Equating these last two, and setting (-'Ye ') == x, 
we find 

~ k[r(2a + k)JiGa( ) 6 x r(2a)k! k cos 0 

= [1 - 2x cos 0 + x2ra
, (58) 

or, with the notation common in the literature, 

'" 1: XkC~(Z) = [1 - 2xz + ira. (59) 
k-O 

To find the effect of £ on (0, t) it is convenient 
to use the combinations (U2, v2) of (54). We have 

so that 

[exp ')'£] 'U2 = U2 - ')' = u~, [exp 'Y£]V2 = V2 c: v~. 

(60) 

Applying exp 1'£ to F~(O, t) gives us, on the one 
hand, 

[exp 1'£]. [e' sin O)"'(e')IG~(cos 0)] 

On the other hand, 

[exp ')'£]. F~(O, t) 

= (e' sin O)a(e'')!G~(cos 0'). 

ta 1~ <-){Cl ~ k)! r(f~ ta2~ k)J 
·(e'sin O)"'(e')I-kGf_k(COS 0). 
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Hence, using the common notation, 

C~(cos 0') 

I ( -'Ye-')-' r(l + 2a) " 
= (-'Ye-',)I .:E -(1 _ )1 r( + 2 ) C ,(cos 0). 

.-I-k-O 8 . 8 a 

From the geometry 'Y le' and 'Y le" may be expressed 
in tenns of the sines of the angles so thatll 

C~(cos 0') = [sin ~i~ ~ 0') T 
~ [ sin 0' J' r(2a + l) " 

. ~ sin (0 - 0') r(2a + 8)(1 _ 8)! C .(cos 0). 
(61) 

If we choose 0 = !11', and set cos 0' == x, this becomes 
an explicit polynomial expression for C~ (x): 

C"( ) ~ 1-'(1 2)i' r(2a + l) C"(O) 
I X = f::'o x - x r(2a + 8)(1 - 8)! ' , 

or, using (50), 

C~(x) = Xl ~ [r;:! ~(;) (l _ 2~~~artal)+ 2m)] 

.(1 ~ X2)"'. (62) 

If we choose 0' = !11' we see that the left-hand 
side in (61) has to be treated differently for odd and 
for even 1. When 1 is odd 

I [ r(2a + l) ] C~(x) 
~ (l-8)!r(2a+8) (_x),=O; 

when 1 is even (l == 2m) we find 

± [ r(2a + l) ] C~(x) .-0 (l - 8)! r(2a + 8) (-x)' 

(63a) 

_ [rea + m)](x2 

- 1)'" (63b) 
- m! rea) x2 

• 

Since the operators Ol and .£ act as translations 
in the planes of (UI' VI) and (U2, v2), respectively~ 
it is natural to ask how these operators are related 
to the raising and lowering operators of the Bessel 
functions, which also induce translations in the plane. 
The group which is generated by all of these op­
erators then leads to addition theorems in which 
products of Bessel and Gegenbauer functions are 
involved. The enlarged group will be dealt with in 
a later publication. 

D. Associated Legendre Polynomials 

rotation group through the operators which shift 
the index m of these polynomials. One fonns the 
spherical hannonics 

Y'7(O, q,) == eim</>p'7(cos 0) (64) 

and one finds the raising and lowering operators 
on Y'7 to be 

Ol == ei </>[ -i cot o(alaq,) - (0100»), 

.£ == e- i </>[ -i cot O(alaq,) + (0100)], 

corresponding to the recursion relations 

[m cot 0 =F (dldO)]P'7(cos 0) 

(65) 

= [(l =F m)(l ± m + l)]!P~±l(cos 0). (66) 

These lead to the differential equation of the Le­
gendre polynomials 

1 d (. dP) m
2 

sin 0 dO sm 0 dO - sin2 0 P + l(l + l)P = o. (67) 

If we add the two equations of (66) and choose 
o = 0, we find 

P'7(l) = 0, for m ~ O. (68) 

The operators Ol and .£ generate the algebra of 03 : 

[Ol, .£] == fit = -2i(alaq,) , 
(69) 

[fit, Ol] = 2Ol, [fit, .£] = -2.£. 

The combinations !i(Ol + '£), !COl - .£) are in­
finitesimal operators for rotations about the x and 
y axis, respectively, while !ifit generates the rotations 
about the z axis. 

If a rotation by a about the y axis sends the 
point (0, q,) into (0', q,'), we may write 

Y'7(O', q,') = [exp ia(Ol - .£)]. Y",:(O, 1/», (70) 

and we may apply the decomposition rule derived 
in the Appendix [Equation (A2.6)] to the operator 
in (70): 

Y'7( 0' ,q,') = exp (tan !aOl) . exp (-sin !a cos !a.£) 

. exp (-log cos !afit)· Y",:(O, q,) 

-2 (sin!a) = (cos !a) '" exp --1- Ol 
cos 2"a 

. exp (-sin !a cos !a.£)· Y",:(O, q,) 

_ ( 1 )-2" ,,(-)'(sin!a)'+'(cos!a)'-' 
- cos 2"a £oJ 1 t 1 

•• 1 8. . 

It is well known that the associated Legendre 
polynomials are related to the three-dimensional or 

. Ol'.£' . Y'7(O, q,) 

11 E. D. Rainville, Special Functions (Macmillan Company, 
New York, 1960), p. 280. 

Y'7(O', q,') == .:E Y~'(O, q,)~~~,(0, a, 0), 
m'-m-t+. 

(71) 
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where :0(1)(0, a, 0) is the standard notation for the 
matrix representing a rotation by a about the y 
axis in the (2l + I)-dimensional basis of Y";(O, ¢). 
From the above calculation it follows that 

:O~~,(O, a, 0) = [(l+m)! (l-m)! (l+m')! (l- m') !]l 

(-)l(l-m+t)! (sin !a)""-m+21(cos !arm-tn' 
. ~ (l-m)! (l -m')! (l+m-t)! t! (m' -m+t) r (72) 

To see that this expression is identical with the one 
first derived by Wigner,12 where the sum has the 
form 

( )%(. 1 )""-m+2%( 1 )-m,+ ... +21-2% L - sm '2a cos '2a 
x (l - m' - x)!(l + m - x)!x!(m' - m + x)!' 

set 

The operator which raises both indices of the 
product function simultaneously is 

(I == i<R .. <R~ = !i[x - (a/ax)][y - (a/ay)], (75) 

so that, e.g., 

(I' [ha(x)hb(y)] = i[(a + 1)(b + 1)]1[ha +1(x)hb+l(y)]. 

In particular 

'" 
exp (-it(l)' [ho(x)ho(Y)] = L t"[h .. (x)h .. (y)]. (76) 

.. -0 

We also introduce 

(77) 

the operator which lowers both indices of the prod-
(cos !ar",'+",+21-2Z = (cos !ar""-"(1 - sin2 !a)l+m-.. , uct function, so that l· [ho(x)ho(Y)] = O. We find 

expand, and make use of the binomial identity 

L(t)( l-m )=(l-m+t). 
.. x 1 - m' - x 1 - m' 

If starting from the point (0, ¢) = (0, 0) we make 
a rotation about the y axis, we come to the point 
(0, 0), so that Eq. (71) reads 

Y";(O, 0) = P";(cos 0) 

= L Y~'(O, 0) :O~~,(O, 0,0) 
m' 

since Y~' (0, 0) = 0 when m' ¢ O. This leads to 
the addition theorem for Legendre polynomials 
(m = 0): 

1 

P1(I)P1(cos 0')= L eitn'4>p~'(cos O)P~'(cosa). (73) 
m'--l 

When we adjoin the l-shifting operations to the 
m-shifting ones, we find that the algebra generated 
is that of 04 ~ 03 X 03 , This enlarged group will 
be treated in a later publication. 

E. Products of Hermite Functions 

We consider two different groups generated by 
operators which shift indices in the product func­
tions [h.(x)hb(y)], hm being the Hermite functions 
of Sec. IIB. We denote 

<R .. == Jz (x - :J .cx == Jz (x + :x), (74) 

and similarly for <R~, .c~. 

12 E. P. Wigner, Group Theory and its Application to 
Quantum Mechanics, Academic Press Inc., New York, 1959), 
p.216. 

(78) 

and 

[v, l] = -2l; (79) 

that is to say, (I and l generate the algebra of 03 , 

We note that 

i«(I - l) = [x(a/ay) + yea/ax)] (80) 

so that this operator sends x ~ y, y ~ x, and 

[exp (ia)«(1- l)]. (x) = (x c.osh a + y sinh a). (81) 
y x SInh a + y cosh a 

Equation (81) helps us evaluate the left-hand side 
of (76), since it is not quite as simple to derive the 
effect of (I, or l, separately on the variables (x. y) 

From Eq. (A2.6) in the Appendix we have 

[exp (-i¢)«(1 - l)]' [ho(x)ho(Y)] 

= [exp (-i tanh ¢(I)][exp (i sinh ¢ cosh ¢l) 

. [exp (-log cosh ¢V)] . [ho (x)ho (y) ] 

= (cosh¢)-I[exp (-itanh¢(I)].[ho(x)ho(Y)] 

= (cosh ¢)-1 L (tanh ¢t[h .. (x)h .. (y)]. .. 
Since [ho (x)ho (y)] = exp [_!(x2 + y2)], we have, 
using (81), 

[exp (-i¢)«(1 - l)] 

= exp [-!(x cosh ¢ - y sinh ¢)2 

- !( -x sinh ¢ + y cosh ¢)2] 

= exp [_!(x2 + y2)(cosh 2¢) + xy sinh 2¢]. 
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Equating these two results (and setting tanh cp == t) 
we :find 

L t"[hn(x)hn(y)] = (1 - f)-l .. 
{ 

1( 2 2) 1 + t2 
t } .exp -2 X + Y 1 _ t2 + 2xy 1 _ t2 • (82) 

This "generating function" for the product func­
tions is Mehler's formula 13; it is listed in Truesdell's 
monograph on the special functions14 in the section 
dealing with questions unanswered by his methods. 

A second group is generated by the operators 

!(a - CB) = [yea/ax) - x(a/ay)] (90) 

so that 

[exp !a(a _ CB)]' (x) = ( x c.os a + y sin a). (91) 
y - X sm a + y cos a 

Thus 

[exp !a(a - CB)]'7]";(x, y) 

= h,+m(x cos a + y sin a) ·h,- m( -x sin a + y cos a) 

= L 5):':~,(0, a, O)h,+m,(x)h,_m,(y) , 
m' 

(83) or, in terms of Hermite polynomials, 

Their commutator is 

[a, CB] == e = !(£z(ftz - £.(ft.) , 

and we find 

fe, a] = 2a, fe, CB] = -2CB. 

(84) 

(85) 

Letting these operate on the product functions, we 
have 

a· [ha(x)hb(y)] = [(a + 1)b]l[ha+l(x)hb- 1(y)], 

CB. [ha(x)hb(y)] = [a(b + 1)]1[ha_1(x)hb+l(y)], (86) 

e· [ha(x)hb(y)] = lea - b) [ha(x)hb(y)]. 

The sum (a + b) remains invariant under these 
operations; for any value of 

Z == !(a + b) (87) 

there are 2l + 1 = a + b + 1 functions which are 
transformed into each other under a, CB, e. Using 
the notation 

m = !(a - b), 

the relations in (86) take on the form 

a·r/': = [(Z + m + 1)(l - m)]l7]';'+l, 

CB'7]';' = [(I + m)(1 - m + 1)];7]';'-\ 

(88) 

(89) 

showing that a, CB, e are represented in the basis 
7]"; (x, y) by the same matrices as (ft, £, mr in the 
basis P";(cos 0) (Sec. lID). (Note that while I is 
necessarily integral in the p,,;, it may take on half­
integer values as well, in the 7]"; basis; thus the even­
dimensioned representations 5)(1) appear, in addi­
tion to the odd-dimensioned ones.) 

In the complete analogy with Sec. lID, we apply 
the operation [exp ia(a - CB)] to 7]";(x, y). Here 

18 Reference 5, p. 194. 
I( C. Truesdell, "An Essay Toward a Unified Theory of 

f;~cial functions," .Ann. Math. Studies, No. 18, (Princeton 
U:tii.verslty Press, Princeton, New Jersey, 1948). 

H,+m(x cos a + y sin a)H,- m( -x sin a + y cos a) 

= [ (l + m)! (l - m)! Jl 
(l + m')! (l - m')! 

. L 5):':~,(O, a, O)H,+m,(x)H,-m,(y). (92) 
m' 

One may generalize the above considera.tions to 
products of n Hermite functions ha, (x1)ha• (X2) ••• 
ha.(xn), with operators «ftz,£",;) which leave in­
variant the sum 1:7-1 ai' The commutation rules 

(93) 

are identical with those of the operators x;(a/ax;), 
which generate the algebra of U ... Hence representa­
tion of Un (or SU .. ) may be built using the product 
functions as bases. The product functions and their 
relationship with spherical harmonics will be dealt 
with in a later publication. 
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APPENDIX 

COMPOSITION LAWS IN THE 
THREE-PARAMETER LIE GROUPS 

1. The Group of the Hermite Functions 

The commutation laws here are 

[A, B] = C, [A, C] = [B, C] = O. (A1.1) 

A suitable three-dimensional representation for the 
algebra is 

A ~ [~ ~ ~l B ~ [~ : J c ~ f: : ~J. 
(AI.2) 
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The corresponding elements in the group are 

e~ aA ~ [~ ::l -PH ~ [~ ~ ~l 
-~ ~ [~ ~ :l (A1.3) 

A general element of the algebra is X = pA + 
qB + rC and it must be possible to express exp X 
as a product of three factors from the group: 

exp (PA + qB + rC) = exp CtA· exp f3B· exp 'YC, 
(Al.4) 

where Ct, fJ, 'Yare to be determined in terms of p, q, r. 
We find 

[
1 p r + !pq 1 fl a 'Y + af3 j 
01 q j=Ol fJ , 

o 0 1 Lo 0 1 

from which: a = p, fJ = q, 'Y = r - !pq. 
Recalling that C commutes with A, B, we may 

split off the factor exp rC on the left side of Eq. 
(AlA) and obtain 

exp (PA + qB) = exp pA· exp qB· exp (-Wq)C. 
(AI.5) 

Similarly we could find 

exp (PA + qB) = exp qB· exp pA· exp (+Wq)C. 
(AI.6) 

This gives us a rule for the interchange of order 
of the operators A, B: 

exp (PA) . exp (qB) = exp (qB) . exp (PA) . exp (pqC). 
(Al.7) 

2. The Three-Dimensional Rotation Group 

The matrices 

For the general member of the algebra 

X = PI) + ql + rv = [r p] 
q -r 

we have the corresponding group member 

exp X = cosh zr 1 OJ + si~ z [r pJ' (A2.3) 
LO 1 q -r 

with z = (r2 + pq)i. 
The group member exp X may be expressed as 

a product: 

exp (p~ + ql + rv) = exp Ct~· exp,8l· exp ['V, (A2.4) 

where Ct, {3, 'Y, are to be determined. 
One finds readily 

a = p tanh z fJ = !l. sinh z cosh z - ~ sinhll z. 
z-rtanhz z z 

e-" = cosh z - (r/z) sinh z. 

In particular, for the important case where 

p = - q = cp and r = 0, 

we find (z = icp) 

exp [cp(1) - l)] = exp (tan CPO) 

. exp ( -sin q, cos cf>l) . exp (-log cos q,v). 

(A2.5) 

(A2.6) 

It is, of course, possible to have the factors on the 
right-hand side of (A2A) appear in a different order. 
Thus, for example, if it is desired to have the order 
of operators, exp al·exp bO·exp cv; one is led to 

a = qta~~ , b = 1!sinhz coshz - ~sinh2z, 
z-ra z z z 

e" = cosh z - (r/z) sinh z. (A2.7) 

For the special case of p = -q == q" r = 0, this 
means 

a = -tan cp, b = sin cp cos q" c = log cosq, (A2.8) 

o = [~ ~], l = [~ ~l' v = [~ -~l 
Using the same method, one easily obtains a rule 

(AI.2) for the interchange of order of the operators ~, l: 

satisfy the commutation rules exp (P9)' exp (ql) = exp [1 .:: pq lJ 
[0, l1 = v, [v, 9] = 2~, [v, 9] = -2~. (A2 .2) . exp [P(l + pq) 0] . exp [log (1 + pq)v]. (A2. 9) 
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Multipole Moments in Einstein's Gravitational Theory 
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Janis and Newman have proposed definitions of multipole moments of axially symmetric gravita­
tional fields in terms of the initial data on a characteristic surface. This paper extends their definitions 
to source distributions without symmetry by considering the electromagnetic and linear gravitational 
fields. The global definition of four-momentum agrees, for sandwich waves, with the objects con­
structed by M~ller and Cornish in their attempts to provide a local definition of four-momentum. 

INTRODUCTION 

THE multipole structure of the linearized gravi­
tational field and its relation to a source dis­

tribution has been known for many years. ' It bears 
a striking analogy with the multipole structure of 
the electromagnetic field in that the poles are of 
two types. The "electric" type poles are due to 
deviation of the mass distribution from spherical 
symmetry whilst the" magnetic" type poles are due 
to differential rotations of the source. 

Janis and Newman2 reobtained these results re­
cently by using the spin-coefficient formalism. The 
advantage of this technique is that the multipole 
structure is defined directly in terms of components 
of the Weyl tensor (the vacuum Riemann tensor) 
whose physical significance was pointed out by 
Pirani.3 Similar results were obtained by Bondi 
et al.4 using a luminosity distance. 

IN found that the angular dependence of multi­
poles in the (linear) gravitational field was specified 
by the associated Legendre polynomial of second 
order (P!). These results were obtained by imposing 
suitable conditions of regularity on the field com­
ponents in the neighborhood of the polar axis. 
In the Einstein field, this is equivalent to ensuring 
the existence of a Minkowski tangent space. 

When the assumption of axial symmetry is dropped, 
the angular dependence, albeit more complicated, 
is found to be a natural generalization of the as­
sociated Legendre polynomials. The results may be 
obtained by linear operations on the spherical har­
monics. They transform as second-rank tensors under 
U(1).5 

1 R. Sachs and P. G. Bergmann, Phys. Rev. 112, 674 
(1958). 

2 A. I. Janis and E. T. Newman, J. Math. Phys. 6, 902 
(1965). Hereinafter referred to as IN. 

3 F. A. E. Pirani, Acta Phys. Polon. 15, 389 (1956). 
4 H. Bondi, M. G. J. van der Burg, and A. W. K. Metzner, 

Proc. Roy. Soc. (London) A269, 21 (1962). 
• E. T. Newman (private communication). U(I) is the 

unitary group in one dimension (the group of phase trans­
formations). 

With this angular dependence we define the multi­
pole moments of the linearized field. We then use 
these definitions with slight modification in the full 
Einstein theory. It is shown that the definitions of 
mass and linear momentum possess certain desirable 
properties obtained by others.6

•
7 

I. MAXWELL THEORY 

Throughout this paper we use the spin-coefficient 
formalism of Newman and Penrose.8 In Minkowski 
space we introduce a null tetrad W, n", m", m"l 
satisfying the relations 

t'n,. = 1 = -m"m,., 

all other inner products being zero. 
The Minkowski line element is chosen in the form 

ds2 = du2 + 2 du dr - r2(d82 + sin2 8 dr/), 

where u is a retarded time coordinate, r an affine 
parameter along the null geodesic lying in the sur­
faces u = constant, 8 and cp the usual spherical 
angles. The surfaces u = constant are the light cones 
emanating from the origin r = O. 

The tetrad system thus has the form 

r = 0';, 

n" = o~ - !o';, 

,. __ 1 (,.+_i !') 
m - v'2r 02 sin 8 03 , 

where (u, r, 8, cp) = (XO, x" x2
, x3

). 

Introduce the following definitions: 

D = l!' a/ax!' 

.6 = n" a/ax" 
o = mIL a/ax" 

(1.2a) 

(1.2b) 

(1.2c) 

6 C. M~ller, Kg!. Danske Videnskab. Selskab Mat. Fys. 
Medd. 34, No.3 (1964). 

7 F. H. J. Cornish, Proc. Roy. Soc. (London) A286, 270 
(1965). 

8 E. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962). 
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p = -I/r, 
{j = (1/2v2r) cot fJ, 

a = -(1/2v2r) cot fJ, 

p, = -1/2r. 

Then Maxwell's equations can be written III the 
form 

D'P1 - B'Po = 2P'P1 - 2a'Po 

D'P2 - B'P1 = p'P2 

o'Pl - ..:l'Po = p,'Po 

o'P2 - ..:l'P1 = 2P,'P1 - 2{j'P2. 

We shall find it convenient to let 

o i 0 
:D = ofJ + sin fJ ocp' 

(1.3a) 

(1.3b) 

(1.3c) 

(1.3d) 

The characteristic initial-value problem may be 
solved as follows. Let us give 'Po as an arbitrary 
function of r, fJ, and cp on an initial null hypersurface 
u = constant (;no say). The first two equations are 
readily integrated and yield two "constants" of 
integration which we shall call 'P~(u, fJ, cp) and 
'P~(u, fJ, cp). After solving the final field equations 
we find that the time development is completely 
specified once 'P~(u, fJ, cp) is given as an arbitrary 
function of time. Let us call this world tube d. 
Hence the characteristic initial problem is solved 
by specifying <Po on ;no, <P~ on f:1 and <P~ on f:1 t\ ;no. 

Assuming that <Po = OCr-a), :D'Po, :D2<po = O(r-a), 
then <PI = O(r-2

) and <P2 = O(r- 1
); the peeling theo­

rem in electromagnetic theory. Following Janis and 
Newman2 we now assume that 

( ) 
~ <p~-l(U, fJ, cp) 

<Po u, r, fJ, cp = £..J .. +2 , 
.. -1 r 

(1.4) 

corresponding to the most general multipole struc­
ture.9 We solve the field equations to find that 

'PI = ~~ - _ ~ (!> + cot fJ) t 'P~-1 /nr" + 
2 

r v2 .. =1 
(1.5a) 

0) 

+ !!>(!> + cot fJ) 2: <p~-l/n(n + l)r,,+2 (1.5b) 

4>~ = (1/v2)(:D + cot fJ)'P~ (1.5c) 

g Contrary to previous assertions this does not exclude 
incoming radiation fields. The subsequent angular considera­
tions do, however, restrict the results to outgoing radiation 
fields in the linear theory. 

4>~ = (1/v2) :D<P~ (1.5d) 

4>~ = -len + 1)<p~-1 
- (1/2n):D(!> + cot fJ)<p~-\ n;::: 1. (1.5e) 

We assume that <Po, <PI, <P2 do not have angular 
singularities (which correspond to nonisolated sources 
extending to spatial infinity). Let us now determine 
what news ('P~) yields a finite multipole structure, 
viz., <P~, l > N, are Zero. If all <P~, l > N, are initially 
zero and 4>~+1 = 0 then they remain zero. Hence 
the angular dependence of <P~ is determined by 

:D(!> + cot fJ)<p~ + (N + I)(N + 2)'P~ = O. (1.6) 

The solution may be found by noting that 'P~ is 
periodic in cp (otherwise the solution would be mul­
tiple-valued). Thus 

<p~(u, fJ, cp) = AN+l,m(u)eim"x(cos fJ), 

where m is a real integer and X satisfies 

s~ fJ :fJ (Sin fJ :~) 
+ {(N + I)(N + 2) - m

2 

+ 2s7;/~S 8 + I}x = O. 

(1.7) 

The general solution 10 is given by 

x(p,) = (I + p,)1(m-1) (I _ p,)1(m+1) 

X F(n + I + p, p - n; m + 2; !(I - p,)), (1.8) 

where p, = cos fJ, 2p = M + k, M2 = (m - 1)2, 
e = (m + 1)2, and n = N + 1. F denotes the usual 
hypergeometric series defined by 

F(a, bjc;x) 

= I + a' b x + a(a + I)b(b + 1) X2 + 
I·c 1·2,c(c + I) 

If n - p is a positive integer the series terminates 
and if n is also a positive integer, we obtain a solu­
tion in the form of a polynomial. 

Let 1Y':CfJ, cp) = e''''''x(cos fJ). Then the solution 
for <P~ may be written 

<p~(u, fJ, cp) = 2: AN+1,m(U)lY;+1(8, cp), (1.9) 
m 

where m is restricted by the above considerations to 
lie in the range Iml :::; N + 1. Let us take a particular 
value of m and find the remaining <P~'s. Since the 
field equations are linear, it follows that the new 
angular dependence introduced by the complemen-

10 H. Bateman, Partial Differential Equations of Mathe­
matical Physics, (Cambridge University Press, Cambridge, 
England,1932). 
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tary function can be obtained by linear superposition 
of particular integrals to lower-order multipoles. 
Hence 

<I>g(u, 8, <p) 

= aNm(dN/duN)AN+I.m(U)l JT;+1(8, <p) 

<I>~(u, 8, <p) 

= {3Nm(dN+ l/duN+1) AN+1.m(U) Y;+1(8, <p) 

<I>~(u, 8, <p) 

(l.lOa) 

(1. lOb) 

where aNm, (3Nm, 'YNm are numerical constants and 
Y;+1(8, <p) are the spherical harmonics. The most 
general form of <I>~ may be obtained by summing 
over m and N. 

Hence 

<I>~(u, 8, <p) 

We shall call \Y';:(8, <p) the vector spherical har-
• 11 

mOlliCS. 

A more useful expression for (1.11) may be ob­
tained with the aid of the :D operator. Assuming 
that <P~ is expanded as a series of spherical harmonics, 
it follows from (1.5d) that 

(1.12) 

where we have chosen the constant of proportionality 
to be unity. Note that when m = 0, we obtain the 
usual relation between P~(cos 8) and P!(cos 8), viz., 

P! = dP~/d8. 
The most general news function may thus be 

specified as 

q,~(u, 8, <p) = 1: 'Ym .. :DY';:, (1.13) 
m." 

where "I mn is a function of time. 
When <Po = 0 we have a multipole solution which 

is 
10 = O. 

The last equation corresponds to the law of con­
servation of charge (i.e., there can be no monopole 
news). In order to exclude magnetic monopoles we 
assume A 0 is real. 

We now affect the following definitions. Let fl be 
the total charge of the system under consideration 

11 lowe this suggestion to R. Penrose. An alternative 
name could be the associated spherical harmonics of first 
order since they are analogous to the associated Legendre 
polynomials of first order in axially symmetric theory. 

and 8; the mth component of the 2N - pole moment. 
Then 

(1.14) 

(1.15) 

where 8 2 is the 2-sphere, aNm are normalization con­
stants and dw is the surface element of 8 2 (dw = 
sin OdOd<p). In the case of axial symmetry, they reduce 
to the definitions given by IN. 

The quadrupole solution is given in Appendix I 
and the octupole news is given in Appendix II. 

II. GRAVITATIONAL THEORY 

In this section we again follow the notation of 
Newman and Penrose. We assume that space-time 
is flat and that our coordinate and tetrad system is 
chosen as in 1. Then if we define the gravitational 
field components as 

Wo = -CI'.p~ll'mPlPm~, 

WI = -cl'.p~rn·rm~, 

w2 = -CI'.p~fii/n·lPm~, 

wa = -CI'.p~fii/n·lPn~, 

where CI"P~ is a linearized Weyl tensor, the Bianchi 
identities12 become 

])\Jrl- ~o = 4pw1 - 4awo, (2.1a) 

])\Jr2- ~l = 3pw2 - 2aw1 , (2.1b) 

])\Jra- ~2 = 2pwa, (2.1c) 

])\Jr4- ~a = pW4 + 2awa, (2.1d) 

~wo - oqrl = -p,wo - 2{3'ltl, (2.1e) 

~Wl - oqr2 = -2p,w1 , (2.1f) 

~W2 - oqra = -3p,w2 - 2awa, (2.1g) 

~wa - oqr4 = - 4p,w 3 + 4{3'lt 4 • (2.1h) 

The differential operators D, ~, and 0 and the 
spin coefficients p, a, {3, and p, are the same as those 
introduced in the Maxwell theory. 

The characteristic initial-value problem may be 
solved in a similar manner to the electromagnetic 
theory. Wo is specified on an arbitrary initial hy­
persurface (say ~o) as a function of T, 8, and <p. 
w~ (for the notation see IN) is specified on a world 
tube [J as an arbitrary function of u, 0, and <p, thus 

12 These can be regarded as the field equations of C".P.' 
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corresponding to the news <I>~(u, 0, 'P) in Maxwell 
theory. [Note that in the Einstein theory i'~ is 
essentially the second time derivative of the news 
qO(u, 0, 'P).] i'~, i'~, and i'~ are specified as arbitrary 
functions of 0 and 'P on f1 n :no. 

Assuming that i'o = 0(r- 5
) and that enough 1> 

derivatives are 0(r-5
) we have that i'l = 0(r-4

), 

i'2 = O(r-S), i's = 0(r-2), and i'4 = O(r-I); the 
peeling theorem in gravitational theory.'s The most 
general multi pole expansion is then given by 

( 0) 
~ i'~-I(U, 0, 'P) 

i'o u, r, ,'P = £....i .. +4 • 
.. -I r 

(2.2) 

Solving the field equations (2.1), we find 

i' = i'~ - ..!.. (~ + 2 cot 0) ~ i'n-lfnr"+4 (2.3a) 
I r 4 v'2 ~ ° , 

of 3 1 (- ) i'~ i'2 = i'2 r - v'2 1> + cot 0 7 

+ !(~ + cot o)(~ + 2 cot 0) 

"" 
X L i'~-I/n(n + l)r"+4, (2.3b) 

,,-I 
o 1 0 ,T,O 

i'a -i'2 1-(- )"'1 i'a = 2 - - 102 1> 3 + 41> 1> + cot 0 4" r V~ r r 

- 2~ ~(~ + cot o)(~ + 2 cot 0) 

"" 
X L i'~-I/n(n + 1)(n + 2)r"+4, (2.3c) 

,T. i'~ 1 (- ) i'~ 1( - t 0) - i'~ 
"'4 = - - _10 1> - cot 0 2 + 4 1> - co 1>"3 

r v2 r r 

1 (_ ) _( _ ) i'~ 
- 12v'2 1> - cot 0 1> 1> + cot 0 7 

+ l(~ - cot o)~(~ + cot o)(~ + 2 cot 0) 

"" 
X L i'~-I/n(n + 1)(n + 2)(n + 3)r"+4, 

,,-I 

q,~ = (1/v'2)(1> + 2 cot O)i'~, 

q,~ = (1/v'2)(1> + cot O)i'~, 

q,~ = (1/v'2)1>i'~, 

q,~ = (1/v'2)(1> - cot O)i'~, 

q,~ = -len + 3)i'~-' 
- (1/2n)(1> - cot 0) 

X (~+ 2 cot O)i'~-I, n ~ 1. 

(2.3d) 

(2.3e) 

(2.3f) 

(2.3g) 

(2.3h) 

(2.3j) 

Making the same assumptions as in Sec. I we 

18 E. T. Newman and T. W. J. Unti, J. Math. Phys. 3, 
891 (1962). 

find that the angular dependence of i'~ is deter­
mined by 

(1) - cot O)(~ + 2 cot O)~ 

+ (N + l)(N + 4)'1{ = O. (2.4) 

In the axially symmetric case, 1> =:D a/aff 
and the above equation reduces to 

[ 
a2 a 
a02 + cot 0 ao 

+ (N + 2)(N + 3) - s~ oJi': = 0 

which gives i'~(u, 0) = AN+2(U)P~+2(cos 0) as found 
previously in IN. 

As in Maxwell theory we assume that the angular 
dependence of ~ is of the form e'm., where m is a 
real integer. If we let 

i'~(u, 0, 'P) = AN+2.m(u)eim.,x(cos 0) 

we see that 

[ 
a2 a 
a02 + cot 0 ao + (N + 2)(N + 3) 

m
2 + 4m cos 0 + 4J - 0 

- sin20 X - • 

The solution is readily found,'o 

x(p,) = (1 + p,)i<m-2l(1 _ p,)i<m+2l 

(2.5) 

X F(n + 1 + p, p - n; m + 3; l(1 - p,», (2.6) 

where p, = cos 0, 2p = M + k, M2 = (m - 2?, k2 
= 

(m + 2? and n = N + 2. Written in this form it 
is seen as a natural generalization of the multipole 
solution of Maxwell's theory. Hence we write the 
most general multi pole (N ~ 2) as 

¢o(u, 0, 'P) = L A N+2.m(U)2Y;+2(0, 'P), (2:7) 
m 

where 2Y;+2(0, 'P) = eim.,x(cos 0). We shall call 
2 Y ;+2 the tensor spherical harmonics (or associated 
spherical harmonics of the second order). 

Since the theory is linear, without further ado, 
we have that 

i'g(u, 0, 'P) 

= ko(N, m)(dN/duN)AN+2.m(U)2Y;+2(0, 'P), (2.8a) 

i'~(u, 0, 'P) 

= k,(N, m)(dN+l/duN+I)AN+2.m(U)1 Y;+2(0, 'P), (2.8b) 

i'~(u, 0, 'P) 

= k2(N, m)(dN+2/duN+')AN+2.m(U) Y;+2(0, 'P), (2.8c) 

i'~(u, 0, 'P) 

= k3(N, m)(dN+S/duN+3)AN+2.m(U)IY;:2(0, 'P), (2.8d) 
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'it~(u, 0, cp) 

= k4(N, m)(ct'+4lduN+4)AN+2.",(U)2Y;~2(0, cp), (2.8e) 

where the k/s are constants depending on Nand 
m. The most general news functions 'it~ is obtained 
by linear superposition of the above. Hence 

'" +1 

'it~(u, 0, cp) = L: L: k4(l, m) 
1-0 ",--I 

dl +4 _ 

X ~ AI+2.",(U)2Y~:iO, cp). (2.9) 
du 

Using the same argument as in Sec. I we can write 

2 Y: = sin O~(i Y:lsin 0) 

= sin 8~(~Y':/sin 0). 
(2.10) 

When m = 0, we obtain the well-known formula 

2 • d ( P~ ) 
p .. = sm 0 d 0 ~in 0 

= . 0 E:... (d P .. /dO). 
sm dO sin 0 

The most general news function can thus be 
written 

o )" • (~Y':) 'it4(u, 0, cp = t:. f3", .. sm O~~in 0 ' (2.11) 

where f3", .. are functions of time. The form (2.11) 
is most useful for general relativity. From Newman 
and Untp3 equation (40i) shows us that 

o ) ".0' (~Y':) if (u, 0, cp = £...J if", .. sm O~ -'-0 ' 
",.n sm 

(2.12) 

where if~.. are functions of time. A news function 
specified in this manner ensures the existence of a 
Minkowski tangent space in the neighborhood of 
the polar axis. Physically this means that the co­
ordinate system is valid at large distances from 
isolated sources (assuming that the 'it/s peel). 

Returning to the linear theory we see that the 
two cases 'ito = 0 and 'ito = 'it i = 0 have already 
been solved in the axially symmetric theory. Since 
they correspond to a monopole and a dipole dis­
tribution it follows that the full linear theory can 
yield no new information. Conservation of mass 
and conservation of linear momentum and intrinsic 
angular momentum are thus assured as in IN. 

Just as in electromagnetic theory we can introduce 
definitions of the mass mt, the components of dipole 
moment-intrinsic angular momentum £'" and mul­
tipole moments g;; viz. 

mt == - L 'it~ dul, (2.13a) 

£'" == f3", 1 'it~ 1 y~ dw, 
a' 

(2.13b) 

(2.13c) 

where f3 ... and f3Nm are constants. The integrals are 
defined over the same surfaces as in electromagnetic 
theory. 

In the general theory of relativity we may make 
similar definitions. Introducing appropriate normal­
ization constants we have 

mt== 
- ~7r 1.. me 'it~ dul, (2.14a) 

@z == 
- ~7r 1.. me 'it~ sin 8 cos cp dul, (2.14b) 

@u == 
- ~7r 1.. me 'it~ sin 0 sin cp dw, (2.14c) 

@. == 
- ~7r 1.. me'itg cos 0 dul, (2.14d) 

with the other moments defined as previously. The 
@/s are components of the linear momentum. 

From Newman and Unti13 we use Eq. (42c) to 
determine the time dependence of the above quan­
tities. Then we have 

1 1 a2 

/ 0/2 + 87r a' au2 0' dul, (2.15a) 

d 1 1/.0/2 . J .. - @z = -- 0' sm 0 cos cp aw 
du 47r a' 

1 1 a2 

/ 0/2 . + 8- !i2 0' sm 8 cos cp dul, 
7r a' uU 

(2.15b) 

d 1 1/.0/2' . J .. -d@u=--4 0' sm 0 sm cp aw 
U 7r a' 

+ 1 1 a2 

/ 0/2' . J .. 

8- !i2 0' sm 0 sm cp aw, 
7r .s vU 

(2.15c) 

1 1 a2 

/ 0/2 + 8- ;-2 0' COS 0 dul. 
7r a' uU 

(2.15d) 

The total change of 4-momentum is obtained by 
integrating the above expressions over all time. If 
we consider" sandwich" processes then iTo / .. __ '" = 
iTo / .. _+", = 0 and we see that the above expressions 
suffer the same change in 4-momentum given by 
previous authors.6

•
7 
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Thus, with the above assumptions, 

,:1~ = -1...1"[ 10-°1 2 dw du, 
411" J •• 

,:1<P", = - ~11" If.. 10-°1 2 
sin 0 cos ip dw du, 

,:1<P1I = - ~ ff.. Io-°l ll 
sin 0 sin ip dw du, 

,:1<P. = - ~71' If.. 10-°1 2 
cos 0 dw duo 

These expressions form a 4-vector under the GBM 
transformations.14 When a physical process is news­
free (Le., when 0-0 = 0), the strong form of the 
expressions [i.e., Eqs. (2.14)J transform as a 4-vector 
(see M!2l11er6

). 
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APPENDIX I 

Electromagnetic Quadrupole 

q>~(u, 0, ip) = A 2 •2(u)e2
.1" sin 0(1 - cos 0) 

+ A 2 .1(U)eil"(cos 28 - cos 8) 

+ A2.0(U) sin 8 cos 0 

+ A 2 ._1(u)e-i<P(cos 20 + cos 8) 

+ A 2 ._2(u)e-2
.1" sin 8(1 + cos 8), 

q>g(u, 8, ip) = !4>~(u, 8, ip), 

q>°(u 0 ) = - A2
•
2 e2 .1" sin2 0 

1 , ,ip 2\1'2 

- A2
•1 e"l" sin 8 cos 8 - A2:..0 (3 cos2 8 - 1) 

\1'2 6¥'2 

+ A~-l e-il" sin 8 cos 8 + ~~ll e-2i
1" sin2 0, 

q>~(u, 8, ip) = tA!~~e2i<P sin 0(1 + cos 8) 

+ tA;:ieil"(cos 28 + cos 8) - tA~~~ sin 8 cos 8 

+ tA~:~le-i"(cos 0 - cos 28) 

+ tA;~~2e-2il" sin 8(1 - cos 8). 

Gravitational Quadrupole 

'I1~(u, 8, ip) = B2.2(u)e2
.1"[ - sin2 8 + 2(1 - cos 8)] 

+ B2 •1(u)e'" sin 8(1 - cos 8) + B2 •0(u) sin2 8 

+ B 2 ._1(u)e- i <P sin 8(1 + cos 8) 

+ B2 ._2(u)e-2i ,,[ - sin2 8 + 2(1 + cos 8)J, ----
14 R. K. Sachs, Phys. Rev. 128, 2851 (1962). 

'I1~(u, 0, ip) = -v2B2 • 2e
2

;1" sin 8(1 - cos 8) 

1· . - v2 Ba.1e'''(cos 8 - COS 28) 

- V2B2.0 sin 0 cos 0 

+ ~2 B2 ._1e-'<p{cos 0 + COS 20) 

+ V2B2 ._ze-2i" sin 8{1 + COB 8), 

'I1~(u, 0, ip) = B2 .ze2 
•• sin2 0 

+ B'Me'· sin 0 cos 0 + iB2 •0(3 cosl! 8 - 1) 

+ B2._1e-'<P sin 0 cos 0 + B2._2e-2•P 8in3 8, 

'I1~(u, 0, ip) = - V; B~~~e2'<P sin 0(1 + cos 8) 

- V; B~~ie'p(cos 0 + cos 28) 

+ v2 B(S) sin 0 cos 0 3 200 

+ V; B;~~le-il'(cos 0 - cos 28) 

+ V; B;~:2e-2'1' sin 8(1 - cos 0), 

'I1~(u, 0, ip) = tm~ii'p[ - sin2 8 + 2(1 + cos 8)J 

- tB~~iei<P sin 8(1 + cos 8) + tB~~~ sin2 8 

+ tB~~~le-i<P sin 8(1 - cos 8) 

+ tB;~~2e-2'<P[ - sin2 0 + 2(1 + cos 8»). 

APPENDIX II 

Octupole Electromagnetic News 

q>~(u, 8, ip) = A s.s(u)e3
,,, sin2 0(1 + cos 8) 

+ AS02(u)e2i <P sin 8(1 + cos 8)(1 - 3 cos 8) 

+ Aa•1(u)e'''(1 + cos 8)(15 cos2 8 - 10 cos (J - 1) 

+ Aa.o(u) sin 8(5 cos2 8 - 1) 

+ A a._1(u)e-'<P(1 - cos 8)(15 cos2 8 + 10 cos 8 - 1) 

+ Aa._2(u)e-2i <P sin 8(1 - cos 0)(1 + 3 cos 8) 

+ Aa._a(u)e-a
." sin2 8(1 - cos 8). 

Octupole Gravitational News 

'I1~(u, 8, ip) = Baoa(u)i'" sin 8(1 + cos 0)2 

+ Ba•2(u)e2i"(1 + cos 8)2(2 - 3 cos 8) 

+ Bao1(u)ei
" sin 8(1 + cos 8)(1 - 3 cos 8) 

+ BaooCu) sin2 
(J cos 8 

+ B30 - 1(u)e-'· sin 0(1 - cos 8)(1 + 3 COS18) 

+ B 3 ._2(u)e- 2 '''(1 - cos 8/(2 + 3 cos 8) 

+ Bao_a(u)e-ai<P sin 8(1 - cos 8)2. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 7, NUMBER 3 MARCH 1966 

A General Theory of First-Passage Distributions in Transport 
and Multiplicative Processes 

J. E. MOYAL 

Argonne National Laboratory, Argonne, Illinoi8 
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The "Milne problem," expressed in probabilistic terms, is solved for general transport and multi­
plicative processes. If a particle initially in a given state at a given position inside a surface T is multiply 
scattered while traveling through a fixed medium, then given the scattering cross sections and, if 
required, the probability distribution for a change of state between collisions (e.f., by diffusion or 
ionization), the problem is to obtain the probability that the particle eventue.l1y effects a first passage 
through a specified position on the surface T and in a specified state. In the case of a multiplicative 
process, the problem is, given in addition the rates of creation and annihilation of particles (considering 
the nature of the particle as a state variable), to obtain the probability that eventually n particles will 
emerge for the first time through specified positions on T and in specified states (with n = 0, 1,2, ..• ). 
A general solution is given in the form of a convergent series whose terms are obtained by iteration; 
this solution is unique if and only if the probability (Ja;) of an infinity of atomic events before a first 
passage (which is the limit of a certain nonincreasing sequence) is identically zero; in the multiplicative 
case (Joo ~ 0 may be taken to mean that the process is "supercritical." The mathematical theory which 
leads to this solution is a generalization of the corresponding theory for time-dependent Markov 
processes in which the time variable is replaced by a set of surfaces ordered by inclusion of their 
"insides" and is valid for Euclidean space of any number of dimensions. Applying it to the 4-dimen­
sional space of special relativity with ordered sets of spacelike Burfaces, one obtains a Lorentz­
invariant formulation of the theory of physical Markov processes. A few examples are given. 

1. INTRODUCTION 

T HERE exists a variety of physical processes 
having the Markovian character where a par­

ticle suffers a succession of independent random 
scatterings while travelling through some medium. 
Examples are: the diffuse scattering of light, where 
the particle is a photon, the diffusion of neutrons, 
the multiple scattering of charged particles. In con­
nection with such processes one is often interested 
in the probability distribution of the state variables 
of the particle (velocity, energy, spin, etc.) and of 
the position at which it emerges on its first passage 
through some surface independently of timej the 
position probability will yield by integration the 
average flux density in the case of a source or beam 
of particles. The theory of such first-passage dis­
tributions goes by the name of theory of radiative 
transfer in the case of the scattering of light (c.f. 
Chandrasekhar/ Sobolev2 j see also Wing3

, where 
such problems are discussed in a more general con­
text), and the problem of obtaining the first-passage 
distributions given the microscopic scattering laws 
is essentially the well-known Milne problem, which 
has been solved exactly under rather restrictive 
simplifying assumptions by means of the Wiener-

IS. Chandrasekhar, Radiative Tran8fer (Oxford Univer­
sity Press, New York, 1950). 

2 V. V. Sobolev, A Treatise on Radiative Transfer (D. Van 
Nostrand, Inc., Princeton, N. J., 1963). 

3 G. M. Wing, An Introduction to Transport Theory (John 
Wiley & Sons, Inc., New York, 1962). 

Hopf integral equation technique (c.f. Busbridge4
). 

The purpose of the present paper is to present a 
general theory for the solution of such first-passage 
problems. We show that a solution always exists 
and present it in the form of a convergent series 
whose terms are obtained by iteration, and we give 
necessary and sufficient conditions for this solution 
to be unique. Furthermore, we see that the theory 
developed for this purpose can also be made to yield 
a Lorentz-invariant formulation of the basic equa­
tions of physical Markov processes. Finally, we show 
that the theory generalizes to first-passage problems 
in the case of processes involving the creation and 
annihilation of particles, such as the multiplication 
of neutrons in fissionable material and electron­
photon or mucleon cascades. 

2. FIRST-PASSAGE PROCESSES 

The theory we are going to develop is based on a 
generalization of the concept of a Markov process: 
such a process is usually defined on a linearly 
ordered set (the time axis) and the required gen­
eralization consists in extending this definition to a 
partially ordered set. Let T be such a set, and let 
l' 2::: 1'0 denote the ordering relation. For the purposes 
of the present theory, T will consist of a set of two­
sided, oriented, continuous and simply-connected 
surfaces in some finite-dimensional Euclidean space 

41. W. Busbridge, The Mathematics of Radiative Transfer 
(Cambridge University Press, New York, 1960). 

464 
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X. Each such surface T partitions X into two dis­
joint sets: the "inside" X. of T (which conventionally 
will include T) and the "outside" X~ of T. We 
partially order T by inclusion of the "insides" of 
its elements: i.e., we set T ~ To whenever X. :::> X.o' 
In the applications to scattering processes X = Ra; 
in the Lorentz-invariant formulation of Markov 
process theory X = R 4 ; the whole theory can be 
extended to more general topological spaces than 
R", but we do not consider this generalization here. 
To each T E T is assigned a space 0. of elementary 
events w. and au-field F. of measurable subsets r. 
of OT' If a is the set of all possible states a of the 
particle (velocity, energy, spin, etc.) and if x. de­
notes the position at which it emerges on its first 
passage through the surface T, then w. = (a, x.) and 
0. = a X T, which is a subset of the space 0 = 
a X X. We assume given u-fields B A of sets A in a 
and Bx of sets S in X such that T C Bx (i.e., each 
surface T is measurable). It follows that the class 
of all measurable subsets S. of T is itself au-field 
B., and we set F. = BA X B T , which is a subfield 
of the u-field F = BA X Bx. Suppose, furthermore, 
that for each ordered pair T ~ To of elements of T 
we have defined a function P on F. X 0'0 such 
that for each fixed W'o E OTO' P(· I w • .) is a measure 
on F. satisfying the normalization condition 

K(T I w • .) = P(O. I w. o) ~ 1, (2.1) 

and for each fixed set r. E F., p(r. I .) is a measur­
able function on 0'0: then P has the character of an 
incomplete conditional probability distribution (in­
()omplete in the sense that it is not normalized to 
unity). For our present purposes, P is interpreted 
as follows: given that the particle is initially at the 
point X'o E X. in the state ao, peA X s. I ao, x • .) 
is the probability that it effects a first passage 
through some point of the set S. C T in some state 
a E A: hence, K(T lao, X.O ) is the total probability 
of a first passage through T and 71 = 1 - K is the 
probability that the particle never passes through T, 

which will in general be the sum of a stopping prob­
ability u (due to slowing down of the particle in 
the scattering medium) and an escape probability B 
(due to the particle escaping to infinity if T is not 
closed). For this reason we shall call P a first­
passage distribution and 71 a no-passage probability; 
it is precisely because we have to allow for processes 
with nonzero 71 that we do not require P to be 
normalized to unity. 

We now say that the family of all first-passage 
distributions defines a generalized Markov process over 
the partially ordered set T if its elements P satisfy 

the Chapman-Kolmogorov relation 

p(r. I w.o) = f p(r. I w.,)P(dw., I W. O) (2.2) 
DT , 

for every ordered triple T ~ Tl ~ To. It follows from 
this definition that the transition distribution P 
defines an ordinary incomplete Markov process over 
every linearly ordered chain in T. We may there­
fore regard such a generalized process as a family 
of ordinary Markov processes over the chains in 
T mutually related by (2.2). It is clear that this 
family does not define a stochastic process over T 
in the usual sense, because the conditional dis­
tributions P are not defined for pairs of elements 
of T which are not related by ordering. For the 
purposes of the present paper, where P has the 
interpretation outlined above, we call such a gen­
eralized Markov process a first-passage process. 

3. LORENTZ-INVARIANT FORMULATION OF 
MARKOV PROCESS EQUATIONS 

Suppose now that X is the Minkowski 4-dimen­
sional space-time of special relativity R4 , and take 
Bx to be the Borel field of subsets of R 4 • If we choose 
T to be the set of all space-like surfaces in R4 satisfy­
ing the assumptions made above, then it is clear 
that the definition above yields a relativistically in­
variant formulation of the concept of a temporal par­
ticle Markov process, in the sense that the Chapman­
Kolmogorov relation (2.2) is then invariant under 
Lorentz transformations, and the same will be true, 
as we see later, of other basic equations, such as 
the integral equation (4.2) and the "backward" 
integro-differential equation (5.6). If we choose a 
particular Galileian frame of reference L in R4 , 

and consider the linear chain T I in T consisting of 
all flat spacelike surfaces T normal to the time axis 
in L, then clearly we can assimilate T to the time 
coordinate and TI to the time axis in L; x. is then a 
point x, S. a Borel subset S of 3-dimensional space 
Ra at the time T, and the first-passage distribution 
P, restricted to T I , defines an ordinary temporal 
Markov process over T I , with T as parameter, sat­
isfying the usual Chapman-Kolmogorov relation 

peA X S; T lao, xo; To) 

= 1 peA X S; T I al, Xl; Tl) 
ClXB3 

X pedal dxl ; Tl lao, xo; 70)( 7 ~ 71 ~ To). (3.1) 

The no-passage probability 71 defined in Sec. 2, 
if it is not identically zero, must clearly be inter-
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preted in this context as the cumulative distribu­
tion of the lifetime of the particle: i.e., 7J(T lao, Xo; To) 
is the probability that the particle initially in state 
ao and position Xo at time To is annihilated at some 
time t :5 T. We remark that a Lorentz-invariant 
formulation of this kind is not appropriate in the 
case of multiple scattering processes of the type 
studied in the sections that follow, because for such 
processes there exists an obviously preferred class 
of reference systems, namely, those where the scat­
tering medium is at rest. 

4. DISCONTINUOUS FIRST-PASSAGE PROCESSES 

In the present section, we extend to first-passage 
processes the theory of discontinuous Markov proc­
esses developed in Moyal5

,6 (referred to henceforth, 
respectively, as I and II). The type of process we 
have in mind is one where the particle suffers 
multiple collisions, each causing an instantaneous 
change in its state. We assume that between col­
lisions the process is governed by a known first­
passage distribution Po; more precisely, Po(A X 
STlao, xTO ) is the probability that the particle, initially 
in a state ao at the point XTO E X T (the "interior" of 
T) effects a first passage through ST in some state 
a E A before it has suffered any collision. We assume 
that Po satisfies the Chapman-Kolmogorov relation 
(2.2), so that it defines a first-passage process depend­
ent on no collisions. This formulation has the virtue of 
including processes where not only the position, 
but also the state of the particle can change between 
collisions: for example, Po may characterize changes 
of velocity by diffusion, or loss of energy by ioniza­
tion. If between collisions the particle moves in a 
straight line with its velocity and other state vari­
ables remaining constant, then we have a purely 
discontinuous (or pure multiple scattering) process: 
this case is dealt with in greater detail in Sec. 5. 
The effect of the collisions is assumed to be specified 
by a known first collision and consequent state dis­
tribution Q, which is a conditional distribution on 
5= X n. Q(A X S; T lao, xTO ) is interpreted as the 
probability that the particle, initially in state ao 
at XTO EXT' suffers its first collision at some point 
xES (where S is a measurable subset of X) 
before it has made a first passage through the sur­
face T, and that its state immediately consequent 
to this first collision is some a EA. It follows 
from this definition that Q(A X S; T lao, xTO ) == 
Q(A X (S (\ X T); Tlao, XTo)' The first-passage dis-

Ii J. E. Moyal, Acta Math. Stockholm 98, 221 (1957). 
• J. E. Moyal, J. AppI. Probability 2, 69 (1965). 

tribution Po and the conditional distribution Q are 
assumed to be related as follows: for every ordered 
triple T 2:: Tl ?:: To, 

Q(A X S; T lao, xTO ) = Q(A X S; Tl lao, xTO ) 
(4.1) 

+ 1 Q(A X S; T I al, XTJPO(dal dx" lao, x,o). 
(lX, 

The intuitive meaning of this relation is that the 
first collision and consequent state probability in 
its left-hand side, which depends on the particle 
not making a first passage through T, is the sum of 
two first collision and consequent state probabilities, 
the first (which is the first term in its right-hand 
side) dependent on no first passage through Tl :5 T, 
the second (which is the second term in its right­
hand side) dependent on a first passage through 
Tl without collision and no first passage through T. 

The first-passage distribution P we are seeking 
must then satisfy the following integral equation: 

peA X ST lao, XT.) = Po(A X ST lao, xTO ) 

+ 1 peA X ST i a, x)Q(da dx lao, xTO ), (4.2) 
(lXXy-

which we also write in the abbreviated notation 
P = Po + P * Q, where the symbol * stands for 
the integration operation which occurs in the second 
term in the right-hand side of (4.2). The intuitive 
meaning of this equation is that the first-passage 
distribution P in its left-hand side is the sum of 
two first-passage distributions: the first Po with no 
collisions, and the second (which is the second 
term in its right-hand side) with at least one col­
lision. The problem that now confronts us is that 
of the existence of a solution of (4.2) which is a 
first-passage distribution satisfying the Chapman­
Kolmogorov relation (2.2), and of the conditions 
under which this solution is unique. 

We define as in I and II two sequences {Q .. J 

{P .. }, where Ql = Q, Qn+l = Q .. * Q and p .. = 
Po * Qn, n = 1, 2, ., .. If the particle is initially in 
the state ao at X'o EXT' then Q .. (A X S; T lao, XT.) 
represents the probability that the n-th collision 
occurs in S with consequent state a E A be­
fore the particle effects a first passage through T; 
8,,(T lao, XT.) = Q .. (a X X; T lao, XT.) therefore 
represents the probability that the particle suffers 
at least n collisions in X T before it effects a first 
passage through T; P .. (A X ST lao, XT.) represents 
the probability that the particle effects a first passage 
through ST while in a state a E A and after suf-
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fering exactly n collisions in X.; K .. (r I ao, x • .) = 
p .. (a X r I ao, x • .) therefore represents the prob­
ability of a first passage through r after exactly 
n collisions in X •. Let 1]0 = 1 - Ko - 01, and let 
1] .. = 1]0 * Q.., n = 1, 2, .... It is then easy to see 
that 1] .. (r I ao, x •• ) is the probability that the par­
ticle suffer exactly n collisions without ever making 
a first passage through r. One can then show almost 
exactly as in the proof of (2.4) in II that 

,,-1 
8" == 1 - L (K. + 1],) ~ 1, (4.3) 

i-O 

and that the sequence {o .. } is nondecreasing. Let 

... 
0", = lim 8" = 1 - L (K, + 1],) ~ 1. (4.4) 

ft~CO i-O 

We see from (4.4) that L K .. and E 1] .. both con­
verge. The series L p .. is obviously maj orized by 
L K .. and is, hence, convergent. Let 

CD 

p. = LP ... (4.5) 
,,-0 

We then prove almost precisely as in the proof of 
Theorem 6.1 of I that p. is a first-passage distribu­
tion satisfying the Chapman-Kolmogorov relation 
(2.2) and the integral equation (4.2); we call p. 
the regular solution of (4.2). 

One can show as in the proof of Theorem 8.3 of I 
that the regular solution p. is the minimal non­
negative solution of (4.2). Whether it is also its 
unique solution hinges on the values of 0",: it is 
unique if and only if 0., is identically zero; this is 
shown as in the proof of the corollary to Theorem 
6.2 of 1. We call the process stable when 0., == o. 
These results are summarized in the following the­
orem: 

Theorem 4.1: The series E:-o p.. converges to a 
first-passage distribution P. which satisfies the Chap­
man-Kolmogorov relation (2.2) and is the minimal 
nonnegative solution of the integral equation (4.2); 
moreover, p. is the unique solution of (4.2) if and 
only if 0", == O. 

Let K. = I::~ Kn and 1]. = I::~ 1] .. ; then clearly 
K.(r I ao, x •• ) = P.(a X r I ao, x • .), and it follows 
from (4.4) that the corresponding no-passage prob­
ability 1] = 1 - K. = 1]. + 0",. Thus, if the particle 
is initially in the state ao at x •• , then the no-passage 
probability 1](r I ao, x • .) is the sum of two prob­
abilities, 1].(r I ao, x • .) and O",(r I ao, x • .). Clearly, 
1]. represents the stopping or escape probability 
after a finite number of collisions in X., and hence, 

0", must be interpreted as the stopping or escape 
probability after an infinite number of collisions. 
Note that the process is stable if and only if 
1] = 1] •• It is also clear that 1]. == 0 if and only if the 
no-passage probability with no collisions 1]0 == O. 
Hence, the total no-passage probability 1] == 0 if 
and only if both 1] == 0 and 0", == O. 

5. FIRST-PASSAGE DISTRlBUTIONS IN PURE 
MULTIPLE SCATTERING PROCESSES 

In the present section, we apply the theory out­
lined in Sec. 4 to the special case of a pure multiple 
scattering process in R3 , where only the position 
of the particle changes between collisions, the other 
state variables remaining constant. Let }J. stand for 
the unit vector in the direction of motion of the 
particle. If the particle initially at x suffers no col­
lisions while traveling a length of path s, then its 
position vector becomes x + }J.s. It is convenient 
to distinguish }J. from the remaining state variables 
'Y; thus a = (-'I, }J.) and a = G X M, where G is 
the set of all 'Y and M is the set of all directions }J.. 
We assume that the probability that a particle at x 
and in the state (-y, }J.) suffers a collision while 
traveling a small distance 8s is A(-y, }J., x)8s + 0(8s), 
and the probability of more than one collision is 
of order 0(8s); thus the collision rate per unit dis­
tance traveled A is seen to be the inverse of the 
mean free path of the particle. We also assume known 
the transition probability ,p for the particle state 
conditional on a collision: that is, ,p(A I 'Yo, }J.o, xo) 
is the probability, given a collision at Xo, of a transi­
tion from the state ('Yo, }J.o) to some state ('Y,}J.) E A. 
Let 

R.(}J.o, xo) = min {s I Xo + }J.oS E r}, (5.1) 

where Xo E X. and we set R.(}J.o, xo) = <Xl if Xo + 
}J.oS does not lie on the surface r for any finite s. 
Then it is easy to see that 

Po(A X s. I 'Yo, }J.o, xo) 

= exp {_foRd" .... ) A(Xo + }J.os) ds} 
X 8(A I 'Yo, }J.o)8LS. I Xo + }J.oRT(}J.o, xo)], (5.2) 

where 

~(A I \ - {I if ('Yo, }J.o) E A 
u ~,}J.w- , 

o otherwise 

8(8. I xo) = {I if Xo EST, 
o otherwise 
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and we have written for brevity Xo for x,,, X(xo + J.l.os) for X('Yo, J.l.o, Xo + J.l.os). Similarly, one shows that 

Q(A X S; T / 'Yo, J.l.o, xo) 

= l R

(Po,zO) ~(A / 'Yo, J.l.o, Xo + J.l.os)8(S / Xo + J.l.os) exp {-L X(xo + J.l.o(7) dt7}X(Xo + J.l.os) as. (5.3) 

We assert that 

Lemma 5.1: The distributions Po and Q defined, respectively, by (5.2) and (5.3) satisfy the consistency 

relation (4.1). 

Proof. Suppose that T ::::: Tl ::::: TO and write Xo for x.o, Xl for x,,; then 

r Q(A X S; T / 'Yl, J.l.l' xl)PO(d'Yl' dJ.l.I' dxl / 'Yo, J.l.o, xo) 
JAXT'a 

= Q[A X S; T / 'Yo, J.l.o, Xo + J.l.oR,,(J.l.o, xo)] exp {_lR

',(Po.zO) X(xo + J.l.oS) as} 

= l R

'IPo,zo+poR"(Po'''O)1 ~{A / 'Yo, J.l.o, Xo + J.l.o[R,,(J.l.o, xo) + s]}8{Sxo + J.l.o[R,,(J.l.o, xo) + s]} 

X exp {-L X(xo + J.l.o(7) dO' - l R

,,(po • .,O) X(xo + J.l.o(1) du}X{Xo + J.l.o[R.,(J.l.o, xo) + s]} as. (5.4) 

It is immediate from the definition of R. that 

R.(p.o, Xo + J.l.oR.,(J.l.o, xo)] = R,(J.l.o, xo) - R.,(J.l.o, xo). 

Substituting this relation in the last line of (5.4) 
and changing the variables of integration to ~ = 
R .. (J.l.o, xo) + s, r = R., (J.l.o, xo) + 0', we transform 
the integral there to 

l
R

'(Po,,,O) ~(A / 'Yo, J.l.o, Xo + J.l.o~) 8(S / Xo + J.l.o~) 
R"'l(.IIO.SO) 

X exp {- f,,(po • .,O) X(xo + J.l.ot) dt 

- l R

', (Po ... o) X(xo + J.l.or) dt }XCxo + J.l.o~) d~ 

= Q(A X S; T I 'Yo, J.l.o, xo) 

- Q(A X S; TI / 'Yo, J.l.o, xo). 

This completes the proof of the lemma. 

The integral equation (4.2) which the first-passage 
distribution P must satisfy becomes in the present 
case 

peA X S, / 'Yo, J.l.o, xo) = Po(A X S. / 'Yo, J.l.o, xo) 

+ i l R

'(PO .zo) peA X s. / 'Y, J.I., Xo + J.l.os) 

X ~(d'Y dJ.l. / 'Yo, J.l.o, Xo + J.l.os) 

X exp {-L X(Xo + J.l.oU) dt7}X(Xo + J.l.oS) ds. (5.5) 

If P satisfies (5.5) then one shows by an elementary 
calculation similar to that leading to the so-called 
"backward" equation (4.26) in I that P must satisfy 
the integro-differential equation 

X {P('Yo, J.l.o, xo) - i P('Y, J.I., xo)~(d'Y dJ.l./ 'Yo, J.l.o, XO)}, 

(5.6) 

where we have suppressed the variables A X S, in 
the notation for P, and where J.l.o(ap/axo) is the 
derivative of P in the direction J.l.o: i.e., J.l.o(ap / axo) = 
L~ J.I.~i)ap/ax~i), J.I.~i) and x~i) being the components 
of J.l.o and Xo, respectively, in some orthogonal ref­
erence frame for Ra• 

The iteration relations which define the sequences 
{ Qn}, {P n}, and hence, the regular solution P r, take 
a simple form in the present case. Thus we have 
for the Qn: 

lI
R '(PO'ZO) 

= a 0 Qn(a X X; T / 'Y, J.I., Xo + J.l.os) 

X ~(d'Y dJ.l. / 'Yo, J.l.o, Xo + J.l.oS) 

X exp {-L X(xo + J.l.ou) dU}X(Xo + J.l.os) ds. (5.7) 
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Using the fact that P" = Po * Q", we find a similar 
iteration relation for the p .. : 

P"+l(A X S. I 'Yo, P.o, xo) 

r lR'{~ .. x.) 

= Jet 0 Pn(A X S. I 'Y, p., Xo + p.os) 

X cp(d'Y dp. I 'Yo, P.o, Xo + p.os) 

X exp {-1" A(Xo + p.olj) dlj}A(XO + p.os) ds. (5.8) 

6. MULTIPLICATIVE AND CASCADE 
FIRST-PASSAGE PROCESSES 

We now turn to the consideration of first-passage 
distributions in processes involving the creation and 
annihilation of particles as well as their scattering; 
we use the tenu atom,ic event as a generic name for all 
of these. We restrict ourselves here to processes in­
volving only one type of particle (e.g., neutron 
multiplication, nucleon cascades neglecting meson 
production); the generalization to processes involv­
ing several types of particles (e.g., electron-photon 
cascades, nucleon cascades with meson production) 
is immediate and may be effected simply by con­
sidering the type of particle as an additional state 
variable. Suppose that the process starts with k 
particles (the "ancestors") in specified states and 
positions inside the surface T, and let a(k) = (a{I),'" , 
a{k», x~!) = (X •• (I), '" , X •• (k» stand, respectively, 
for these states and positions. As a result of multi­
plications and annihilations, after an infinite lapse 
of time n particles will emerge for the first time 
through the positions x~,,) = (xT(I), .,. , Xr(n» on T 

and in the states a(n) = (a{l), .,. , a{n», where n 
can be any integer 0, 1, 2, '" and n = 0 means 
that no particle effects a first passage through T; 
note that particles may have been created which 
are either annihilated or stop, or else go to infinity 
before passing through T. The first-passage dis­
tributions we are interested in here are precisely 
those which yield the probability that n particles 
will effect a first-passage through specified subsets 
of T in specified sets of states. Let n. = a X T 

be the set of all ordered pairs w, = (a, x.). In the 
present context, an elementary event (,), = w!·) is 
an ordered set w~,,) = (w,{I) , '" , WT{n», and hence, 
the space of elementary events assigned to T is 
0, = U:-o n!"), where n!n) is the n-fold Cartesian 
product of n, with itself and n~O) corresponds to 0 
particles. For a fixed initial w!Z), the first-passage 
distribution P(· I w!!» is then a probability measure 
on a suitably defined Ij-field of subsets of o~ nor­
malized as in (2.1); we assume that P is symmetric: 

i.e., it is invariant under permutations of the co­
ordinates W,(I), ••• , WT{n) of w~,,) for both the initial 
and the final states, which is equivalent to the as­
sumption that the particles are indistinguishable. 
Weare thus dealing with a stochastic population 
process (see Moyaf for the general theory of such 
processes). We also assume here that the process 
is multiplicative (or a branching process: c.f. Harriss 
and Moyal9

; the term" cascade process" is used 
for a multiplicative process whose total energy is 
nonincreasing) in the sense that the k ancestors 
propagate independently of each other, so that the 
first-passage distribution P(· I w!!» relative to a 
single ancestor will suffice to characterize the process. 
This condition may be expressed more precisely in 
tenus of the probability generating functional (p.g.f. 
for short) G of P: let t be a bounded measurable 
function on n, and let { be the measurable function 
on 0, whose restriction to n~n) is 

t{n)(W;"» = t(w,{I) ••• t(WT{n»; 

then G is the expectation of { relative to P: i.e., 

G[t, T I w~!)] = e({ I w~:» = r {«(,)T)P(d(,), I W;~» 
JOT 

where p{n) is the restriction of P to n!"). The process 
is multiplicative if and only if 

k 

G[t, T I w~!)J = II G[t, T I w,.{i)]' (6.2) 
i-1 

We can now extend to these multiplicative first­
passage processes all of the considerations of Secs. 
2-5. Using (6.2), the Chapman-Kolmogorov rela­
tion (2.2) becomes in terms of the p.gJ.: 

G[t, T I wT .] 

= t f IT G[t, T I wT,{i)]p{n)(dw~:) I wT .) 

a-O o(a) i-1 

= G ( G[t, T I .] I w,.}, (6.3) 

Similarly, the integral equation (4.2) becomes in 
terms of p.g.f. 

G[t, T I w,.] = Go[t, T I wT.] 

+ ~ fo(o) g G[t, T I w,,(i)]Q(n)(dw~:) I w,.), (6.4) 

7 J. E. Moyal, Acta Math. Stockh. 108, 1 (1962). 
8 T. E. Harris, The Theory of Branching Proces8e8 (Prentice­

Hall, Inc., Englewood Cliffs, New Jersey, 1964). 
II J. E. Moyal, J. Appl. Probability 1, 267 (1964). 
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where Go is the p.g.f. of the first-passage distribu­
tion Po with no atomic events and Q is the first 
atomic event position and consequent state dis­
tribution; for fixed W' o, Q(. I w'o) is a probability 
distribution on a suitably defined u-field of subsets 
of the space 0 = V:.o (<1 X x)(n) (Q(O) cor­
responds to annihilation, Q(1) to scattering and 
Q(n) with n 2:: 2 to creation). The sequences {Qn}, 
{P .. } and the regular solution P r are defined as in 
Sec. 4; we write G" = Go * Q" for the p.g.f. of P" 
(the first-passage distribution with n atomic events); 
the p.g.f. of P r is then Gr = E:.o Gn • 

We generalize Sec. 5 in the same way. Let A = 

V:.o a (n); then the transition probability rp(. I w.) 
conditional on an atomic event is a probability 
measure on a suitably defined u-field of subsets of 
A with rp(O) corresponding to annihilation, rp(1) to 
scattering, and rp (n>, n 2:: 2 to creation. The integral 
equation (5.5) takes the form 

G[w.o ] = Go[w • .J 

+ 
~ 1 lR(~o,zO)" 
£..J II G['Y(i), /J.(i), Xo + /J.os] 
11.-0 Cl (,,) 0 i-I 

X rp(n\d'Y(") dJl.(n) I 'Yo, Jl.o, Xo + Jl.os) 

X exp {- [ >"(Xo + Jl.ou) du}>..(Xo + Jl.oS) ds, (6.5) 

where for the sake of brevity we have suppressed 
the variables r, T in G and Go and the variables 
'Yo, Jl.o in >... The "backward" integro-<iifferential 
equation (5.6) becomes 

Jl.o a:
o 

G['Yo, Jl.o, xo] = >,,(xo){G['Yo, Jl.o, xo] 

- E 1 IT G['Y(i) , /J.(i), Xo] 
11.-0 «<It> ;-1 

X A.,(n)(d (n) d (n) I )} 
'I' 'Y JI. 'Yo, Jl.o, Xo • (6.6) 

We obtain similar generalizations of the iteration 
relations (5.7), (5.8) and so on. 

We remark that in the applications of the fore­
going theory, the first-passage distribution with no 
atomic events Po will as a rule conserve the total 
number of particles [i.e., for a single "ancestor" 
poe· I w.o) == Pci°(' I W'o)]' If, however, there is a 
nonvanishing probability flo(T I w • .) of the particle 
stopping or escaping to infinity inside T before the 
occurrence of the first atomic event, and if we wish 
the solution G of the integral equation (6.4) to yield 
the distribution of all particles that eventually effect 
a first-passage through T, then we must assimilate 
flo to an annihilation probability and include it 

either in the expression for Q or in that for Po: 
that is, we must either set Q(O) = qo + flo, where 
qo is the "true" annihilation probability, or we 
must set Pci°) = flo, and hence, Go[r, T I w'o] = 
flo(T I w • .) + Io. r(w.)Pci1)(dw. I w • .). We also re­
mark that in physical applications such as a neutron 
multiplication, where T represents the boundary 
of the body where the multiplication occurs, the case 
where the probability of an infinity of atomic events 
(}'" ~ 0 will usually mean that the process is "super­
critical," since it will usually imply an infinite out­
going flux of particles in the steady state for a 
constant source inside the body or a constant m­
coming flux (see, e.g., example 2 in Sec. 7). 

7. EXAMPLES 

Probably the simplest nontrivial examples one 
can construct to illustrate the foregoing theory are 
"one-dimensional" ones where the particles move 
on a line and the IIsurfaces" T are the end points 
of intervals: thus we take the set of all surfaces T 
to be the set of all pairs of real numbers {a, b} with 
a < b, where the "interior" of the surface {a, b} is 
the closed interval [a, b], and possibly in addition 
the set of all real numbers a with "interior" (- co, a]. 

Example 1. The first and simplest example we 
consider is that of a particle moving with constant 
absolute velocity, so that the only state variable 
is the direction of motion JI., which can only take 
two values: JI. = 1 for motion to the right and 
JI. = -1 for motion to the left. We assume a constant 
mean free path>" -1 and a reversal of the direction 
of motion at each collision (see Brockwell and 
Moyal10 for a more thorough treatment of this 
example). We may without loss of generality take 
the "surfaces" to be the set of all pairs {-a, a}, 
where a > O. Let P(±a I JI., x) be the probability 
that the particle initially at x and moving in the 
direction JI. makes a first passage through ±a. 
Clearly, by symmetry 

P(-a I JI., x) = pea I -Jl., -x), (7.1) 

so that one need only determine pea I JI., x). The 
integral equation (5.5) and the corresponding "back­
ward" equation (5.6) become in this case, respec­
tively, 

pea I JI., x) = e-~(G-~) 

+ [-~z pea I -Jl., x + /J.s)e-~·>.. ds, (7.2) 

10 P. J. Brockwell and J. E. Moyal, Nuovo Cimento 33, 
776 (1965). 
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d 
p. dX pea I p., X) = >.(p(a I p., x) - pea I -p., x)}. 

(7.3) 

The solution of (7.1) is (c.f. Brockwell and Moyal,lO 
p.15): 

pea I p., x) = a(l + p.) + >.(a + x)][l + 2Xar1
• 

(7.4) 

It follows by (7.2) that pea I p., x) + P( -a I p., x) = 
pea I p., x) + pea I -p., -x) = 1; hence, the process 
is stable and the solution (7.4) is unique. (7.4) may 
be obtained either via the iteration relation (5.8), 
which here takes the form 

P,.+l(a I p., x) = {-"" P,.(a I -p., x + p.s)e-"·>. ds, 

or by solving (7.3) with the boundary conditions 
pea 11, a) = 1 and pea I -1, -a) = O. 

Example 2. We construct an example of a multi­
plicative first-passage process by modifying the pre­
vious example as follows: Instead of just a reversal 
at each collision, we assume that there is a prob­
ability qij that the particle splits into i + j par­
ticles , with i moving in the same, j in the reverse 
direction and all with the same constant absolute 
velocity as the "parent" particle, such that 

., ., 
E E qij = 1 
.-0 i-O 

(note that qoo is the probability of annihilation of 
the "parent," qlO that of a continuation of and qOl 

of a reversal of direction without splitting). Let 
Pt!-Al(p., x) be the probability conditional on a 
single initial "ancestor" at x and moving in the 
direction p. that eventually n particles will cross 
the boundaries a first time, with k moving to the 
right through a and n - k moving to the left 
through -a. In this case the function r in the p.g.£. 
can take only two values: rl for a passage through 
a and r-l for a passage through -a, and the ex­
pression (6.1) for the p.g.f. becomes 

., ,. 
G[~ I p., x] = E E r~~~~kp~~!_k(P., x). 

11-0 k-O 

Let g(~l' r-l) = E~ao E7-o r: r~lqii; then the 
integral euqation (6.5) and the corresponding "back­
ward" equation (6.6) become, respectively, 

G[r I p., x] = e-"(a-pz) 

+ {-"" t ~ GiU' I p., x + p.s] 

X Gj[~ I -p., x + p.s]e-"·X ds = e-"(a-pz) 

+ {-Pz g(G[~ I p., x + p.s] 

G[~ I -p., x + p.s])e-"·X ds, 

a 
p. ax G[r I p., x] = >'(G[~ I p., x] 

(7.5) 

- g( G[r I p., x], G[r I - p., x])} . (7 .6) 

If q-l = 1, then Eq. (7.6) becomes (setting X = 1, 
as we can do without loss in generality, since this 
merely amounts to taking the mean free path as 
the unit of length) 

p. :x G[r I p., xj 

= G[r I p., xH 1 - G[~ I p., x]G[~ I - p., x]}, (7.7) 

which can be solved explicitly (the solution is due to 
Brockwell). With the boundary conditions G [rl p., p.a] 
= r., the solution is 

G[~ I p., x] = rp exp (-[1 - am](a - p.X)}, 

where for 0::; rp ::; 1, am is the minimal nonnegative 
solution of the functional equation 

am exp (2a[1 - a(r)]} = rlr-l' 
The probability of an infinity of atomic events is 
then 

(J.,(p., x) = 1 - exp (-(1 - 'Y)(a - p.X)}, 

where 'Y = a(l) is the smallest nonnegative solu­
tion of 'Y exp [2a(1 - 'Y)] = 1; hence, 'Y = 1 and 
the process is stable (i.e., (J., == 0) if and only if 
2a ::; 1; otherwise, 'Y < 1 and the process is un­
stable. We may therefore interpret 2a = 1 as the 
ttcriticality" condition for this process and say that 
it is "sub critical" when 2a < 1, "critical" when 
2a = 1, and "supercritical" when 2a > 1. The total 
mean number of particles which effect a first pas­
sage through either a or -a is (setting rl = r -1 = z) 

m(p., x) = {:. G[z I p., x] }.-l 
= {I + 2ia_-2~)} exp (-(1 - 'Y)(a - p.x)}. (7.8) 

We see that this mean is infinite when the process 
is critical, or more precisely, that m ~ + CD if 
p.x ~ a and 2a ~ 1 from the left. If we set 'Y = 1 
in (7.8), then 

m(p., x) = (1 - 2p.x)/(1 - 2a), (7.9) 
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which is the solution of the equation for the mean 

p.(ajax)m(p., x) = -m(p., x) - m(-p., x) (7.10) 

with boundary conditions m(p., p.a) = 1, for all 
values of a. The reason for the discrepancy between 
(7.8) and (7.9) is simply that Eq. (7.10) is obtained 
by setting !1 = !-1 = z in (7.7), differentiating 
both sides with respect to z and then setting z = 1 
and G[1 I p., x] == 1. It therefore ceases to be valid 
in the supercritical case where G[11 p., x] = KR(P., x) = 
1 - O",(p., x) ~ 1, and this is reflected by the fact 
that m in (7.9) can take negative values when 
2a> 1. 

Example 3. We now exhibit an example of an un­
stable one-dimensional purely scattering process. 
We assume that the mean free path is viOl, where 
at is a constant and v is the absolute velocity of the 
particle, that at each collision there is a constant 
probability p that the direction of motion p. is 
reversed and 1 - P that it continues the same and 
that the absolute velocity u after a collision is uni­
formly distributed between 0 and the velocity v 
before the collision, independently of whether the 
direction of motion is reversed or continued. Let 
P(u, ±a I v, p., x)du be the probability that the 
particle, initially at x with velocity v and direction 
of motion p., makes a first passage through ±a 
with velocity between u and u + du; clearly, 
P = 0 when u > v and P satisfies (7.1). The integral 
and "backward" equations for this process are, 
respectively, 

P(u, a lIT, p., x) = exp [ -; (a - x) ] 

l ·-PZ 

[ ] + 0 exp _~s ;ds 

x 1" {pP(u, a I w, -p., x + p.s) 

dw + (1 - p)P(u, a I w, p., x + p.S)} - , . v 

a 
p. ax P(u, a I v, p., x) 

= ~ P(u, a I v, p., x) -1' {pP(u, a I w, -p., x) 
v u 

dw + (1 - p)P(u, a I w, p., x)} -. 
v 

Let 0:> be the probability of an infinity of col­
lisions for a given p. In the degenerate case p = 0, 
O~o> can be obtained explicitly (see I, p. 259): 

O~O>(v, p., x) = 1 - [1 + ; (a - p.X) ] 

X exp [ -; (a - p.X) ] == o. 

It can be shown that 0:> (v, 1, x) 2:: O~o> (v, 1x) for 
x 2:: 0 and 0 S p S 1, which proves that this 
process is unstable for all p. 

The collision rate per unit time of this process is 
the constant 01, so that the probability of n col­
lisions in a finite time interval t is P .. (t) = (atre -a I In!; 
hence, L~ P .. (t) = 1, which means that the prob­
ability of an infinite number of collisions is zero 
in any finite time interval. However, each collision 
slows the particle down and thereby decreases its 
mean free path, thus creating the possibility that 
it will not reach either boundary in any finite time. 
The probability that the particle is thus stopped 
is precisely 0"" and since lim, ... ", L~ p;(t) = 0 for 
all n, we see that 0", is also the probability that the 
particle will suffer an infinite number of collisions. 

Example 4. The Milne Problem. We now consider 
briefly the Milne problem from the point of view 
of the present paper; the treatment is very similar 
to that of Sobolev,2 Chap. 6. We are concerned 
with a particle moving with constant velocity and 
constant mean free path (which we can take equal 
to unity) in R3 , and suffering isotropic scattering 
at each collision. We take T to see the set of all 
ordered pairs of planes normal to the x axis, and we 
can without loss of generality assume that they cut 
this axis at ±a, where a > O. Let 0 be the angle 
between the direction of motion and the x axis; 
let p. = Icos 01 and IT = sgn (cos 0). We see by sym­
metry considerations that the first-passage prob­
ability density for the planes ±a depends only on 
the initial values IT, p., k, the final values IT., p.., 
and on r. = [(Yo - y)2 + (z. - z)2]1, where P 
refers to a first passage through the planes ± a 
according as IT. = ±1, and Y., z. are the coordinate 
of the point of passage. Let 

1 1 11 
B(lTa, p.., r. I x) = 2 V~l 0 P(IT., p.., r. lIT, p., x)dp. 

and let B .. be similarly related to Pro. The integral 
equation (5.5) becomes 

P(IT., p.., r. lIT, p., x) = Po(IT., p.., r. lIT, p., x) 

(7.11) 
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where It then follows from the iteration relation (5.8) that 

PO(UA
, I'A' r. I 0', 1', x) B,,+I(Ua, I'a, ra I x) = L: B,,(ua, I'a, Ta I ~)Ei(~ - x) d~, 
= a(I'a - 1') a[Ta - (a - O'x)(1 - l)!]e-(a-a~)/I'. 

It follows that B satisfies the integral equation 

B(O'a, I'a, Ta I x) = Bo(O'a, I'a, ra I x) 

(7.12) 

where 

E ·() 11 _1~I/ .. dl' 'l,X = e -. 
o I' 

and that B = L::.o B" is the solution of (7.12). 
(It is easy to see that the series converges.) The 
first-passage distribution P is then obtained from 
B by (7.11). 
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A modified WKB approximation, amenable to successive corrections, to the solution of the linear 
differential equation of second order having a periodic coefficient in normal form is presented. Con­
sidered as an application of the related equation method, it uses the free-particle wave equation 
rather than, as in an alternative approach, Mathieu's equation. Particular attention is given the 
instances, where two simple turning points appear in the period and where there are no turning points. 
With respect to the one-dimensional crystal, it is shown how the energy band structure can be gleaned 
directly from the given periodic potential. 

I. INTRODUCTION 

H ILL'S equation has been of importance in phys­
ics from its original application to celestial 

mechanics to its description of the motion of elec­
trons in a one-dimensional crystal. In the latter 
context it appears as 

(1) 

where 

peE, x) = (2m/h2)[E - Vex)] 

with 

peE, x + a) = peE, x). (2) 

The additional condition that p be symmetric about 
some point XI, i.e., 

peE, -x + 2xl ) = peE, x), (3) 

although not essential to the development below, 
is imposed (in keeping with one definition of Hill's 
equation) because it considerably simplifies the anal­
ysis and is ordinarily true in physical problems. Then, 

peE, -x + 2x2 ) = peE, x), (4) 

where 

follows from Eqs. (2) and (3). 
According to Floquet's theorem, Eq. (1) with 

condition (2) yields solutions in the form 

y" = eik(E)zu(E, x), (5) 

where 

u(E, x + a) = u(E, x). 

For'" to be bounded, as normally required, k must 
be real, whereupon it is termed the wavenumber. 
Ranges of values of E which render k real are called 
energy bands. 

This paper endeavors to relate", and, in particular, 
k directly to the given function peE, x) to an ap­
proximation which can be successively improved 
upon. In this it extends the WKB method to the spe­
cial case of the periodic coefficient. To do this, how­
ever, a function associated with the WKB method, 
the local momentum, is assigned the periodicity of 
peE, x). Then the effective momentum hk becomes 
simply the average local momentum. A formula for 
transferring from one expression for the local mo­
mentum to another is provided to enable one to 
employ existing iteration procedures for developing 
the local momentum, but not necessarily as a 
periodic function, from peE, x). 

Two such procedures, applicable where a single 
simple turning point occurs in the interval (XI' X2) 
and where there are no turning points, are con­
sidered. The success of these procedures requires 
some restriction on the magnitudes of the derivatives 
of V(x)-in the latter case the stipulation 

Ip-1a2p-t/ax2
1 « 1. 

The occurrence of multiple turning points in the 
interval (XI, x2 ) or turning points of higher orders 
calls for treatments different from these. 

Another means of serving the purpose of this 
paper has been discussed by Moriguchi.1 Instead 
of the free-particle wave equation, which serves the 
WKB method as the related equation, it employs 
Mathieu's equation. It is believed, however, that 
the method presented here is simpler. 

II. RELATION BETWEEN THE EFFECTIVE 
AND LOCAL MOMENTA 

With respect to a function z(E, x) governed by 

(;;y + ~ (;;)-1 ;;~ _ ~ [ (;;) -I ;;~ J = p, (6) 

1 H. Moriguchi, J. Phys. Soc. Japan 14, 1771 (1959). 
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the local momentum2 may be defined as hiJz/ ax. 
Since az/ax can satisfy arbitrary boundary condi­
tions associated with this second-order differential 
equation, the local momentum is not thus uniquely 
specified.3 If for a particular solution az/ax these 
boundary conditions are chosen as 

a2Z/dx2 = 0 for x = XI and X = x2, (7) 

it follows from Eqs. (2), (3), (4), and (6) that 

aZ(E, x + a)/ax = aZ(E, x)/ax. (8) 

It may be verified that 

t/t = (az/ax)-tei
' 

satisfies Eq. (1). A comparison of this and Eq. (5) 
upon setting z = Z so as to utilize Eq. (8) reveals 

-i log [t/t(x + a)/t/t(x)] = ak(E) = Z(E, x + a) 

- Z(E, x) = [+a dy aZ(E, y)/ay, (9) 

or from the above symmetry considerations 

i.e., 

hk = (X2 - XI)-I [. dx h az/ax. 
z, 

Also, one has 

and 

u(E, x) = (az/ax)-t 

X exp (i[(x + a)Z(E, x) - xZ(E, x + a)]/a}. 

A relation for the density of states derives from 

a;2~x + ~ :x [(::fl a:2

ax log ::J = ~ (::fl

, 

obtained through differentiating both sides of Eq. 
(6) with respect to E. Applying this to the result 
of a similar differentiation upon Eq. (9) and taking 
Eq. (8) into consideration give 

(11) 

which is consistent with Kramers' relation4 for 
2(d/dE) cos ak. 

m. FORMULA FOR THE WAVENUMBER 
FROM THE LOCAL MOMENTUM IN GENERAL 

Having found an arbitrary solution az/ax to Eq. 
(6), one may verify that 

az/ax = (u2 - 1)I[u + sin 2(z + r)r l az/ax (12) 

is also a solution. (The additional parameter makes 
this more general than the relation proposed by 
Ballinger and March3 and discussed by Hecht and 
Mayer.5

) The values of u and r needed to satisfy 
conditions (7) are 

(13) 

r - ! t -I sin 27}1 cos 2(Z2 + 7}2) - sin 27}2 cos 2(zl + 7}1) 
- 2 an sin 27}1 sin 2(Z2 + 7}2) - sin 27}2 sin 2(zl + 7}1) , 

(14) 

where 

z; = z(E, Xi) 

and 

27}; = -tan- I [! a(azjaxfljax] for x = Xi' (15) 

It will henceforth be assumed that z is real. 
Furthermore, inasmuch as Eq. (6) forbids az/ax to 
vanish (unless it does so for all x) and admits 
-az/ax as a solution, it is sufficient to specify 

az/ax> 0 (16) 

and 

2 L. A. Young, Phys. Rev. 38, 1612 (1931). 
a R. A. Ballinger and N. H. March, Proc. Phys. Soc. 

(London) A67, 378 (1954). 

-!11' < 27}i < !11'. (17) 

Accordingly, Eqs. (12), (13), and (14) permit 

az/ax> 0 for lui> 1, (18) 

but not Z (and, therefore, k) to be real for lui < 1. 
Determining the right side of Eq. (10) by inte­

grating both sides of Eq. (12) over the interval 
(Xl, X2) and applying Eqs. (13) and (14) yields 

I [Sin (Z2 - Zl) sin (Z2 - Zl + 27}2 - 27}1) J1 !ak = tan-
cos (Z2 - Zl + 27}2) cos (Z2 - Zl - 27}1) • 

(19) 

4 H. A. Kramers, Physica 2,483 (1935). 
i C. E. Hecht and J. E. Mayer, Phys. Rev. 106, 1156 

(1957). 
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To depict the energy band structure consider 

).. = (-l)"[t(n - t)7I" + Zl - Z2 + '111 - '112], (20) 

where the integer n is detennined by stipulating 

Relation (16) renders n positive. It thus serves as 
the band number. From Eqs. (19) and (20) one 
obtains 

which evolves, after starting with 'Y(O) = 0, by 
substituting in this equation the resulting successive 
expressions z(>+ll. For a particular v, the function 
z(P+l) is implicitly related to O(p) for Xl ~ X < ~(.) 
and to Q(P) for ~(p) < X ~ x2 • In the ensuing dis­
cussion the superscripts are dropped. 

Letting 

weE) = O(E, Xl) = 1 + 2 { dx [-p(E, x)]! 

(21) and 

With relation (17) in mind it is seen that for k to q(E) = Q(E, X2) = in- + {. dx pi(E, x), (23) 
be real, i.e., for the right side of Eq. (21) to be non-
negative, requires one may employ the expansions 

-cos 2('112 - '111) ~ sin 2A ~ cos 2('112 + '111)' 

Relations (11) and (18) make clear that 

dk/dE > 0 for 10'1 > 1. 

(22) 

From this one surmises that, if k=O marks the lower 
limit of the first band, sin 2A-COS 2('112+'111) =0 
:and sin 2A + cos 2('112 - '111) = 0 represent the upper 
(lower) and lower (upper) limits, respectively, of 
the nth band when n is odd (even) and that these 
upper and lower limits correspond to ak = n7l" 
and ak = (n - 1)71", respectively. 

IV. APPROXIMATIONS TO THE ENERGY 
BAND STRUCTURE 

A. Two Simple Turning Points per Period 

If for a given E one turning point ~ of first order 
occurs in the interval (Xl' x2), one may employ the 
iteration procedure developed by Hecht and Mayer6 

to determine z. No loss of generality arises from 
designating peE, Xl) < peE, x2 ), i.e., p < 0 for 
Xl ~ X < ~ and p > 0 for ~ < X ~ x2• 

Let 
~(.) 

O("(E, x) = 1 + 21 dy [-p(')(E, y)]l 

and 

where 

pI') = P + 'Y(') and p(')(E, ~(,» = O. 

The nonnegative integer v denotes the order of the 
approximation 'Y(P) of 

= _n-2(az)2 _ ! (az)-l a3z + ~ (az)-2(a2z)2 
'Y 4. ax 2 ax ax3 4 ax ax2 ' 

(24) 

where 

g(w) = 1 + 3e-2'" + (37/3)e-4'" + ... 
and 

Z2 = q[l - iq-2 - (7/384)q-4 

- (83/15360)q-6 + ... ] (25) 

for sufficiently large wand q. Equations (15) become 

2'111 = t7l" - 2e-"'[1 - (13/3)e-2
'" + (31/5)e-4OI 

- (1949/21)e-6'" + ... ] (26) 

and 

2'112 = -iq-3[1 + iq-2 + (47/128)q-4 + ... ]. (27) 

Designating the energy corresponding to the top 
of the nth band as E.!:~, one infers from relations 
(20), (22), (23), (24), (25), -(26), and (27) that 

1"· ~ dx pi(E::!", x) = ten - t)7I" + e-'" 

+ e-a"'g(w) + iq-1f(q), 

where 

f(q) = 1 + [(31/48) - t( _1)"]q-2 

+ [(683/1920) - -he -1)"]q -4 + 
Similarly, for the energy E.!~! corresponding to the 
bottom of the band one has 

~". dx pi(E~in, x) = ten - t)7I" - e-" 

+ (29/3)e-a..h(w) + iq-lf(q), 

where 

hew) = 1 - (141/145)e-h + (4231/261)e-4 
.. + 
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It may be noted that if w ~ (Xl (making this a 
potential well problem as the energy bands narrow 
to become lines) these equations reduce to one 
involving the nth eigenvalue E~"), 

which extends, for a symmetric potential, the WKB 
statement of the Bohr-Sommerfeld quantization 
rule. 

B. No Turning Points 

Since 1/1 is unbounded if p < 0 for all x, only the 
circumstance p > 0 is considered. This would seem 
to justify the well known expansion 

aZ '" !{l + [~ _3(~)2 _ 1:. -212J + ... } 
ax p 32 P ax 8 p ax2 . 

Because this series exhibits the periodicity of p, 
it would serve as an expression for aZjax, yielding 
according to Eq. (10) 

!ak"" ro dx pi{1 + ... }. 
"1 

However, this relation fails to provide for the exist­
ence of bands, attributable to the above series' 
being only an asymptotic expansion. 

An alternative approach stems from 

(28) 

To comply with Eq. (6) ,p must satisfy the integral 
equation 

,peE, x) = a cos [2 t dypi(E, y)J + ~sin [2 

X t dy piCE, y) J + t dy sin [2 [ dy' piCE, y') J 
X [P-l(E, y) a2p-i(E, y)jay2 + r(E, y)], (29) 

where r(E, x) = tp-i(a,pjax)2 + pi(l +2,p - e2.). 
The solution of this equation by the method of 
successive approximations, with r = 0 in the initial 
approximation, is suggested by the assumed small­
ness of,p and a,pjax. From Eqs. (15) and (28) and 
the implication of Eqs. (3) and (4) that apjax = 0 
at x = Xl and x = X 2 one obtains 

Setting ~ = 0 makes 2711 = 0, whereupon, accord-

ing to relations (20) and (22), k cannot be real if 

!nll' > Z2 - Zj > !nll' - 2712 for tan 2712 > 0 (3la) 

or 

!nll' - 2712 > Z2 - Zl > !nll' for tan 2712 < 0, (3lb) 

which defines the forbidden region at the top of 
the nth band. 

It might be supposed that a can be chosen so as 
to enable a,pjax = 0 at x = X2, giving by Eq. (30) 
2712 = O. However, with the aid of 

from Eq. (28) it is seen that, in the expression for 
a,pj ax at x = X2 derived from Eq. (29), the coefficient 
of a vanishes about where conditions (31) prevail. 
For nearby values of E the resulting size of a would 
destroy the limitation on,p. Setting a = 0 produces 
from Eqs. (29) and (30) 

tan 2712 = e -.< 11: ,''0) 1:° dx cos (21"° dy pi) 

X (p-i a2p-ijax2 + r) 

~ to dx cos (2 [0 dy pl)p-i a2p-ijax2. (33) 

It is instructive to compare the width E" of the 
forbidden region at the top of the nth band, i.e., 
E" = E~i:l) - E~:~, obtained from relations (31), 
(32), and (33) with that from second-order perturba­
tion theory for the case of nearly free electrons, i.e., 

Vex) = Vo + vex) 

with 

Iv(x) I «E - Vo = WeE). 

The latter result is 

En = (4/a) It" dx vex) COS [21l'n(X2 - X)ja]l, (34) 

which agrees with the lowest-order approximation 
from the above relations. 

The smallness of v (and its derivatives) justifies 

p-i a~ p-ijax2 ~ th(2mW3)-i d2 vjdx2 

and 
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Then, Eq. (33) becomes 

tan 2172 ~ th(2mW3)-t 

X [. dx (d2 v/dx2) cos [2(2mW)i(x2 - x)/h] 

= (2W)-IV(X1) sin [2(2mW)t(x2 - xl)/h] 

yielding 

tan 2172 ~ -(2m/W)ih- 1 

X r' dx vex) cos [21J"'n(X2 - x)/a]. 
%, 

Conditions (31) also give 

127]21 = [z2(E~i:1)) - zl(E~i:l))] 

(37) 

- (2m/W)ih- 1 
[. dxv(x) cos [2(2mW)i(x2 - x)/h] 

- [z2(E~:!) - zl(E~:!)], 
upon noting that dv/dx = 0 at x = Xl and X = X2' 

When conditions (31) are satisfied one has according or, after applying relation (36), 

to relations (32) and (35) ltan 27]21 ~ 127]21 ~ (m/2)ta 

!n7r ~ Z2 - Zl ~ (2mW)i(X2 - xl)/h 

= (mW/2)ia/h, 

X [Wi(E~i:l)) - Wi(E~:!)]/h ~ !(2m/W)ih- I aE ... 

(36) Eq. (34) follows from this and relation (37). 
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The necessary and sufficient conditions that a Ricci tensor should algebraically represent the energy 
tensor of a complex scalar field are given. 

I. INTRODUCTION 

IN the present analysis, we should like to extend 
the Rainich1 procedure to the case of the complex 

massless scalar field. That is, we wish to exhibit 
purely geometric conditions on the Ricci tensor of a 
Riemann space, such that we may uniquely deter­
mine that such a space represents a classical, charged, 
massless "meson." 

The philosphy, methods, and notations have been 
adequately treated previously/-4 and we refer the 
reader to the literature for details. We remark 
that our local metric will be (-11111), using xO=ct. 

II. SPECIFICATION OF THE PROBLEM 

We consider a field specified by a Lagrangian 
density in a Riemann space, viz., 

(1) 

The usual action principle leads, by variation of 
'P or 'P* to the field equations 

(2) 

As a consequence of the field equations, the 
energy-momentum tensor 

2T - * + * * Ip afJ - 'PlaCPlfJ CPla'PlfJ - gafJCPlp cP (3) 

has a vanishing divergence. 
The usual field equations relating the geometry 

and the cp-field are 

R". - !Rg". = T"., (4) 

as is well known. 
Suppose now that we write 'PI a in terms of real 

vectors, 

'PIa == /la + u"a, (5) 

and write R". in terms of /la, WfJ. We easily see than 
that 

1 G. Y. Rainich, Trans. Am. Math. Soc. 27, 106 (1925). 
I J. A. Wheeler, Geometrodynamics (Academic Press Inc., 

New York, 1962), p. 225. 
3 Gravitation-An Introduction to Current Research, edited 

by L. Witten (John Wiley & Sons, Inc., New York, 1962). 
, R. Penney, Phys. Letters 11, 228 (1964). 

(6) 

The problem of geometrization, therefore is to 
specify algebraic and differential conditions on R". 
such that R". is of the form of the sum of vector 
products given by Eq. (6), where 

/lalp - /lpla = 0, 

Walp - Wpla = 0, 

/lala = 0, 

(7) 

(8) 

(9) 

(10) 

In the present analysis, we shall solve the algebraic 
problem, deferring the differential problem to a 
later date. We wish, however, to remark that the 
present problem exhibits the features of the elec­
tromagnetic problem solved by Rainich, l in that 
RafJ is invariant under duality rotations5 of the 
vectors /la, WfJ. 

m. NECESSARY CONDITIONS 

Let us define the following entities: 

R". == A"A. + BJ3., 

x == AaA a, 

y == BaBa, 

z == AaBa, 

(11) 

(12) 

(13) 

(14) 

and note that the invariants x, y, z are expressible 
in terms of the lowest-order invariants of R"., viz. 

R = g"'R"" 

RafJR afJ , 

Ra~a"(R~. 

(15) 

(16) 

(17) 

The mere fact that one must use the cubic in­
variant of R". in order to express the scalars formed 
from Aa, BfJ indicates that R". must obey a cubic 
equation. 

i R. Penney, J. Math. Phys. S, 1431 (1964). 
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Indeed, with a little algebra, one easily finds that 
R .. , obeys the indentity 

(18) 

which is the primary necessary condition on R .... 
In addition to the above condition, we know that 

R", must obey certain inequalities in order to rep­
resent the complex scalar field. 

First of all, since R .. , is to represent a physical 
field, the energy density must be positive-definite. 
This condition is expressed by 

Goo = Roo - !Rgoo > O. (19) 

Next, since we want R .. , to represent a complex 
scalar field, we must be sure that two vectors are 
necessary; hence we need 

(20) 

Lastly, since we are attempting to represent a 
physical energy tensor, we must have that the 
trace of the energy tensor be positive-definite,6 or 

G = -R > O. (21) 

IV. SUFFICIENCY OF THE CONDITIONS 

Let us suppose that we are given certain in­
formation concerning the Ricci tensor as follows: 

Rct;lct"'R..,p - RRMR~ = !Rpp[RXctRxct - R2], (18) 

Roo - !Rgoo > 0, (19) 

RctPR ctp - R2 ;;06 0, (20) 

-R > O. (21) 

Then, at a given point, we may suppose the 
metric to have its Euclidean values (-1111) and 
treat the algebraic problem posed. If we write out the 
ten equations, we readily find that we may take 
R ... as diagonal, at the given point. 

Next, let us denote 

in terms of which our ten equations reduce to the 
following: 

r~ + Rr~ = Aro, 

r~ - Rr~ = Arl , 

(24) 

(25) 

r: - Rr: = Ar2, (26) 

r: - Rr: = Ara. (27) 
• See, e.g., L. D. Landau and E. Lifshitz, The Class1cal 

Theory of Fielda (Addison-Wesley Publishing Company, 1959), 
2nd ed., p. 89. 

Further simplification, by addition and subtrac­
tion alone, leads to 

(28) 

rl (rOr2 + rora - r2ra) = 0, (29) 

r2(rOrl + rora - r1ra) = 0, (30) 

ra(rlro + rOr2 - r1r2) = O. (31) 

Using these latter equations, we can easily show 
that at least one of the quantities ro, rl, r2, ra vanishes, 
by assuming the contrary. 

Knowing that at least one component vanishes, 
it is easy to see that at least one other must vanish, 
by direct solution. 

Now, we must use the inequalities. First of all, 
we may not have that all four components vanish, 
obviously. Next, we note that if only ro, say, were 
nonzero, we would violate Eq. (20). 

Thus, we know at this point that a pair of the 
components vanish. We can readily deduce that 
ro cannot vanish. Suppose ro and rl vanished. Then 
we would have 

Goo = !(r2 + ra) > 0, 

G = -h + ra) > 0, 

and hence a contradiction. 

(32) 

(33) 

We know, then, that one of the sets (rlr2), (r2ra) , 
(rlra) vanishes. However, we do not have any way 
of deciding which pair should vanish, and, indeed, 
the same result is obtained for any choice. 

Suppose, arbitrarily, that hra) vanish. Then, we 
note that R .. , may be expressed as 

R",. = A",A. + B .. B., (11) 

where 

A .. = (a, b, 0, 0), (34) 

B .. = (c, d, 0, 0), (35) 

provided that 

a
2 + c2 = ro, (36) 

b2 + d2 = rl , (37) 

ab + cd = O. (38) 

Since the expression of R",. so obtained is co­
variant, and true in one reference frame, it is gen­
erally true. 

Note that, if we wish, we may pick A"" B .. to be 
orthogonal by taking 

-ac + bd = 0, (39) 
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corresponding to the fact that R". is invariant 
under the transformation 

AI' ~ A~ = A .. cos f) + BJj sin 8, (40) 

B,. ~ B~ = -A" sin 8 + B .. cos 8. (41) 

V. THE DEGENERATE CASE 

If we relax the restriction of Eq. (20), but main­
tain the other conditions of Sec. IV, we readily 
find that only the component ro may be nonzero. 
In this highly degenerate case (r1r2r3) vanish, and 
R". is expressible in terms of a single vector field. 

Indeed, referring to Eqs. (34), (35), we may take 
B" to vanish, and A" to be of the form 

A" = (a, 000). (34a) 

W e have not treated the degenerate case in concert 
with the general case because of the special prob­
lems which arise when one discusses the differential 
characterization of such a field. 

VI. NULL FIELDS 

If, in the degenerate case of the preceding section, 
one allows R to vanish, the resulting "complex 
scalar field" will be algebraically indistinguishable 
from a null electromagnetic field. 

However, if we allow R to vanish, we are, in fact, 
outside the realm of physical applicability of the 
complex scalar field. 6 Indeed, the null degenerate 
case should be interpreted as a null electromagnetic 

field, in the opinion of the author. The vanishing 
trace of the energy-momentum tensor always implies 
a coalescence of the classical fields of physics within 
the scheme of geometrization. 

Only by the differential properties may the null 
fields of electromagnetism, scalar fields, or, generally, 
massless wave fields be distinguished properly within 
the context of geometrization schemes. 

vn. CONCLUSIONS 

We have shown that the necessary and sufficient 
conditions for R,.. to represent a nondegenerate 
complex scalar field are as follows: 

R",,JR"''YR'YP - RRA,JR~ = tR"p[RA"'RA", - R2], (18) 

Roo - !Rgoo > 0, (19) 

R"'''R",,, - R2 "F 0, (20) 

-R > O. (21) 

In a future publication, we hope to treat the 
differential problem associated with the complex 
scalar field, which exhibits several interesting fea­
tures analogous to the electromagnetic field problem/' 
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The. calcul~s of ope:aton: developed ~n a previous paper is her,: carried through in momentum space. 
The differentIal ~uotlent, I.e., the denvative of an operator WIth respect to a free-field operator is 
expressed algebraICally by means of generalized functions and certain commutators. No recourse is 
mad? to configuration space but t~e resultant calculus in p-space is related to the previously developed 
o~e m ::-space. by means of FourIer transfonns. The calculus is presented for spins 0, t, and 1. The 
dlffic~tles. which were en?ounte~ed .before in the calculus for charged vector fields are resolved by 
w~rking Wlth a field equatIOn which mcorporates the supplementary condition needed to eliminate the 
spm-zero components. 

I. INTRODUCTION 

T HE complexity of quantum field theory demands 
the development of a suitable and sufficiently 

powerful mathematical formalism. As was recognized 
some time ago,l-a the functional differential calculus 
appears to be part of such a formalism. 

This calculus was first used as a c-number calculus 
and therefore permitted differentiation with respect 
to unquantized external fields only. Or, it was 
developed with respect to the H smearing functions" 
that are used to convert operator-valued distribu­
tions into operators. It led to difficulties when 
applied to anticommuting fields and resulted in 
such absurdities as "anticommuting c-numbers." 
As a consequence some authors suggested the com­
plex formalism of hyperquantization as an alter­
native.4 

The development of the asymptotic formulation 
of quantum field theory5 clarified the important 
role of the free fields (in- and out-fields) and the 
subordinate role of the interpolating field.6 It be­
came clear that the only derivative with respect to 
operators that is required is that with respect to 
frea-field operators. But these operators have com­
mutation relations that are known for all space­
time points and therefore offer an easy way for 
defining this calculus on an algebraic basis.7 This 

1 J. S. Schwinger, Proc. Nat!. Acad. Sci. U. S. 37,452 455 
(1951). ' 

2 K. Symanzik;, Z. Naturforsch. 10,809 (1954). 
3 N. N. Bogoliuhov and D. C. Shirkov, Introduction to the 

Theory of Quantized Fields, English translation by G M 
Volfoff (Interscience Publishers, Inc., New York, 1959).' . 

J. M. Jauch, Helv. Phys. Acta 29, 287 (1956). Further 
r~ferences to this formalism and to the difficulties that ini­
tIated it can be found in this paper. 

• 6 H. Lehmann, K. Symanzik, and W. Zimmermann Nuovo 
Clmento 1 205 (1955); ibid. 6, 319 (1957). ' 

6 R. E. Pugh, Ann. Phys. (N.Y.) 23, 335 (1963) and J. 
Math. Phys. 6, 740 (1965). 

7 F. Rohrlich, J. Math. Phys. 5, 324 (1964). In the fol. 
lowing this last paper will be referred to as 1. 

reduction to an operator algebra seems to be es­
sential to the successful construction of a derivative 
with respect to an operator. The inhomogeneous 
commutator, defined in I, thus formed the basis 
of the explicit definition of the operator derivative. 

The completeness of the free fields permits an 
expansion of any operator in terms of them. Dif­
ferentiation will then move certain space-time points 
off the mass shell. Since this process is of fundamental 
importance in the dynamics of the quantum field 
theory, it is clumsy and inefficient to have to refer 
to a space-time point x as on or off the mass shell. 
A momentum-space formulation is therefore de­
manded. 

The importance of momentum space is also ap­
parent from the physical representation of the 
initial and final states of the scattering matrix. 
These are obviously specified in p-space, referring to 
particles rather than to fields. While the customary 
formulations of quantum field theory exhibit an 
equivalence of x-space and p-space in the sense of 
Fourier transforms, it is not obvious that this equiv­
alence is here to stay. For this reason we shall 
develop the fundamental operator calculus in p­
space and shall remain independent of x-space. 
The equivalence will be seen to continue to hold, 
but it is not invoked in the logical development of 
the subject. 

In Sec. II, the basic ideas are presented in detail 
for the scalar field. The Dirac field with the com­
plication brought about by the anticommutation 
relations is discussed in Sec. III. The vector field 
forms the subject matter of Sec. IV where it is also 
shown how the difficulties can be overcome that 
prevented an explicit definition of the derivative 
in 1. Section V is devoted to the massless vector 
field (electromagnetic field) which cannot easily be 
treated as a special case of vector field with mass. 

482 
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The most important results are summarized in the 
last Sec. VI. The appendices present details whose 
inclusion in the main text would detract from the 
the logical development. 

n. SCALAR FIELDS (REAL AND COMPLEX) 

In configuration space (see I), a free-field operator 
is defined hy the field equation 

K(x)A(x) = 0, K(x) = 0", - m2
, (11.1) 

and by the commutation relation 

[A(x), A *(y)]_ = -i A(x - y) 
(II.2) 

= J (~~3 ei1J'(~-U)E(P) O(p2 + m2
). 

In addition, if the field is real, A*(x) = A (x), 
and if the field is complex, 

[A(x), A(y)] = O. (II.3) 

If F is a functional of A (and A *), the operator 
derivative of F is defined implicitly by 

[A(x), FJ- = -i J A(x - y) ol~y) d4
y 

and 

[A*(x), FJ- = -i J A{x - y) o:y) d
4
y, 

and explicitly by 

[A (x) , FJ: = -i J AI(x - y) ol~y) ~y, 

(II.4) 

(II.5) 

[A*(x), F]: = -i J Al(x - y) o:y) d
4
y. 

These last two equations can be solved to yield 

i of/oA*(x) = K(x)[A(x), F]:, 
i of/oA(x) = K(x)[A*(x), F]:. 

(II.6) 

[A(x), F]~ is an inhomogeneous commutator, de­
fined in I. Al(X) is any of the invariant functions 
(or any linear combination of them) that satisfies 

K(x) ArCX) = - Mx). (II.7) 

In momentum space we may define a free-field 
operator A .. (p) by the mass-sheU condition 

(P2 + m~A",(p) = 0, (II.S) 

which is satisfied by 

(II.9) 

(11.10) 

If the field Am is to describe a neutral particle, 
we impose the condition 

A!(P) = A",( -p) (II.H) 

and if the field is to describe a charged particle, then 
we add to (II.lO) the commutation relation 

[A .. (P), Am(q)]_ = O. (II.12) 

[It is convenient not to use Eqs. (H.ll) and (11.12) 
too soon in the discussion. Thus, if no distinct.ion 
is made, the equations we derive will apply to both 
neutral and charged cases. If it is necessary to 
specialize to either case, the appropriate equation 
will be imposed.] 

The function a(p) in the commutation relation 
(H.lO) is so far not determined. It is easily found, 
however, from the decomposition of A",(p) into the 
creation and annihilation operator a* and a for 
particles and b* and b for antiparticles which satisfy 
the standard defining relations 

[a(p), a*(q)] = W o(p - q), 

[b(p), b*(q)]_ = W o(p - q), 

(I1.13a) 

(II.13b) 

la, a]_ = [b, b]_ = [a, bJ- = 0, (ILI3c) 

[a, b*]_ = 0, (II.13d) 

where W = (p2 + m2)t. The decomposition of 
A .. (p) is 

A .. (P) = [(41r)'/2w][a(p) o(pO - w) 

+ b*( -p) o(p° + w)], (II.14) 

i.e., it is linear and invariant under the simultaneous 
interchanges a =; b*, p =; -po This decomposition 
is assured by the invariant properties usually im­
posed on the quantum theory of free fields. In par­
t.icular, (II.14) assures the validity of the substit.u­
tion law in the perturbation solution and it lies 
at t.he basis of crossing symmetry. 

Substitution of (II. IS) and (II.14) into (II.lO) 
yields 

(II.1S) 

i.e., A(p) is the momentum-space representation 
of the usual A-function. The constant in (II.14) 
was so chosen that (II.lS) conforms with the usual 
not.ation.s 

8 The eommutatiou relations (11.13) are oonsistent with 

A(p) having no singularity at p2 = _m2, and by (II.IO) and (II.12) via (II.14). For neutral particles, when 
(II.12) is replaced by (II.ll), a = band (II.13d) is to be 

the commutation relation omitted. 
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The operator A(p) of (11.9) which is not restricted ., J 
to the mass shell has the following mass-shell form F = r~o d

4

pl'" d
4

Pr d
4

ql .,. d
4

q. 
as a consequence of (II.14): 

A(p, w) = (41r}a(p), 

A(-p, -w) = (4'1I·-)ib*(-p). 

(II.16a) 

(II.16b) 

Off the mass shell we can write for timelike momenta 

A(P) = (411-)'[a(p)8(p) + b*( -p)8( -p)], 

with 

(II.17) 

Xf .. (P1 .. , p" ql .•. q.) 

XA.,(PI) ... A.,(Pr)A!(ql) .. , A!(q.) 
(11.22) 

X!,,(XI .. , X r , YI .,. Y.) 

XA(xI) .. , A(xr)A*(YI) ... A*(y,). 

a(p) = a(p, pO), a(p, w) = a(p), etc. The inhomogeneous commutator [A.,(p), F]! is well 
defined according to (II.21). We can therefore define 

We conclude these considerations by the remark the functional operator derivative by 
that the definition of A(x), 

(11.18) 

recovers all the usual x-space relations from the 
above p-space equations. 

After these preliminaries we are now ready to 
define the inhomogeneous commutator 

[A .. (P), A!(q)]: == -i t:.I(p) Mp - q) 

= _i(p2 + m2)Il 64(P - q); 

and 

[A.,(P), Am(q)]: = [A!(p), A!(q)]: = 0, 
(11.19) 

if charged particles are to be described. 

-i t:.I(p) 6F/6A*(p) == [Am(P), F):, (II.23a) 

or equivalently by 

i 6F/6A*(p) == _(P2 + m2)[Am(P), F):. (II.23b) 

It is easily verified that the derivative 
space is related to (II.23) by 

in x-

6F 1 J d4 ;pz 6F 
bA * (x) = (211l P e 6A *(P) , (II.24) 

provided the two alternative expansions (II.22) hold 
and the Fourier transform (11.18) exists. 

The derivative (II.23b) is of course not restricted 
to the mass shell as is obvious when F is expressed 
as in (II.22). One has 

The distribution t:.I(p) is defined as the solution of . 6F ~ J 4 4 4 4 
t 6A *(p) = f:'o s d PI ... d pr d ql ... d q'-1 

(p2 + m2) t:.I(p) = 1. (II.20) .-1 
For example, t:.I(p) = t:.R(p) is such a solution, 

t:.R(p) = p(p2 + m2r 1 + i7C'f:(p) 6(p2 + m2). 

The symbol P denotes the Cauchy principle value 
in the po integration over the test function. 

For products of operators we have 

[A .. (p), A!(ql) ... A!(q .. )]: 

.. 
== ~ [A.,(p), A!(qi)]:A!(ql) '" Ai .•. A!(q .. ) , .-1 (II.21) 

x f,,(P1 ... p" p, ql ... q,-I) 

X Am(Pl) ... Am(Pr)A!(ql) •.. A!(q,-I)' 

In a manner identical with that of the above 
discussion, we can define the inhomogeneous com­
mutator 

.. 
== 2: [Am(qi), A!(p)]:Am(ql) ... Ai ..• A.,(q,,). 

.-1 (II.25) 

Then for any functional F(A, A *) defined as in 
(II.22), the inhomogeneous commutator [F, A!(P)]~ 
is well defined, and so is the functional derivative 
6F/M(p): 

-i t:.I(p) 6F /6A(P) == [F, A!(p)]:', (II.26a) 

where Ai indicates that the factor A!(qi) is missing. 
This relation is a slightly weaker defining equation 
for the inhomogeneous commutator than that given 
in I (I.7), though still sufficient for our purpose. 
The relation between these definitions and their 
internal consistency is discussed in Appendix A. 

Now consider any functional F(A, A *) of the or 
alternative forms i 6F/6A(P) == _(P2 + m2)[F, A!(P)]:. (II.26b) 
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As before, the x-space results of I are recovered by 

(II.27) 

The apparent sign contradiction between (II.26b) 
and (11.6) implied by (11.27) is resolved in Ap­
pendix A. 

A more explicit check on the consistency of this 
argument is to consider the special cases F = 
A .. (q) and F = A!(q). Then from (11.23) and 
(II.26) we have 

~A!(q) _ (2 2) 5A*(q) _ . _ ) 
5A*(p) - 5 q + m 5A*(P) - Mp q 

= J d~~1l'~:Y e-ip'z+i.·u 54(x - y) 

_ J d4
x d4

y -ip·z+i.·u 5A *(y) 
- (21l') 4 e ~A * (x) , 

and 

5A ... (q) = 5(q2 + m2) ~A(q) = ~ (p _ q) 
5A(P) 5A(p) 4 

_ J d4
x d

4
y ip·z-i.·u 5A(y). 

- (21l')4 e 5A(x) (11.28) 

If A ... (p) represents charged particles, (11.19) gives 
us 

5A ... (q)/ 5A *(P) = 5A!(q)/5A(p) = 0. (II.29) 

Equations (11.21) and (II.25) can be used to 
derive various formulas of our differential calculus. 
From (II.22), we have 

[A .. (P), AF): = A[A ... (P), F]: 

[A .. (P), F + G]: = [A ... (P), F]: + [A ... (p), G]: 

[A .. (P), FG]: = [A ... (p), F]:G + F[A ... (p), G]:. 

(II.30) 

F- and G are operator functionals of the form (II.22) 
and A is not an operator. Similarly, from (II.25) 
we have 

[XF, A!(P)]: = X[F, A!(p)]: 

[F + G, A!(P)]: = [F, A!(P)]: + [G, A!(P)]: 

[FG, A!(P)]: = [F, A!(P)]:G + F[G, A!(P)]:. 

(II.31) 

Finally, ther\lles of differentiation are 

5XF 5F ~XF W 
5A *(p) = A 5A *(P) , 5A(p) = A ~A(P) , 

5(F + G) 5F 5G 
5A *(P) = 5A *(p) + 5A *(p) , 

5(F + G) 5F 5G 
5A(P) = 5A(P) + 5A(P) , (II.32) 

5(FG) 5F 5G 
5A *(p) = 5A *(p) G + F 5A *(P) , 

5(FG) 5F 5G 
5A(P) = 5A(P) G + F 5A(P)' 

The last two equations of (II.32) can also be written 
as 

[5A :(p) ,F 1 = 51~p)' [M
5
(p) , F 1 = 5~~)' 

(II.33) 

As a special case, we have 

[5A!(P) , A!(q) 1 = LA~(P)' A ... (q)l = Mp-q). 

In addition, from (II.ll) and (II.19) 

[5A !(p) , A ... (q) 1 
{ 

0, for charged particles 

= 54(p + q), for neutral particles. 
(II.34) 

The Jacobi indentities do not hold for inhomo­
geneous commutators, but one special case is valid 
as is proven in Appendix B, viz. 

[A ... (q), [A ... (P), F]:]: = [A ... (p), [A ... (q), F]:]:, 

(1I.35a) 

[[F, A!(P)]:, A!(q)]: = [[F, A!(q)]:, A!(P)]:, 

(II.35b) 

and 

[A ... (p), [F, A!tq)]:]: = [[A ... (P), F]:, A!(q)]:. 

(II.35c) 

These relations are of importance for the double 
derivative; one finds 

[5A:(P) , 5A:(q)lF = 0, 

[5;(P) , 5A
5
(q)lF = 0, 

(II.36) 



                                                                                                                                    

486 F. ROHRLICH AND M. WILNER 

and 

LA°(p) , oA !(q)lF = O. 

Using (11.33) and (11.36) we can prove a transla­
tion theorem similar to the one for configuration 
space operators, namely: 

eu/uCp)F(A .. , A!)e-M / UCP ) 

= F(A .. (q) + lAMp - q), A!(q», (11.37) 

eU/u*cp) F(A .. , A!)e-M/U*cp) 

= F(A .. , A!(q) + IX04(p - q». 

The proof follows the same line as in x-space (cf. I). 
However, it may be preferable to regard the right 
side of (11.37) simply as defined by these equations. 
In any case, this relation indicates how a connection 
can be established between our operator calculus 
and that defined by a limiting procedure [cf. I 
(IV.I)]. We do not find the latter definition satis­
factory. This point will be taken up again in con­
nection with the Dirac field. 

m. DIRAC SPINOR FmLDS 

The four-component spinor fields in momentum 

.. 
= L: (-I)'+l[1f.,(p), ~ .. (q,)]+ 

i-I 

(IlIA) 

where sen) = (-1)". This states that on the left­
hand side of (IlIA), we take the commutator if n 
is even, and the anticommutator if n is odd. We 
therefore define the corresponding inhomogeneous 
(anti)commutator to be 

.. 
== L: (-I),+l[1f .. (p), ~m(q)]~ 

i"'l 

(111.5) 

and check the consistency of this definition in the 
same way as we do for Eq. (11.21) in Appendix A. 
[If any of the factors ~m(qi) is really a 1f .. (q,), the 
anticommutator with 1f",(p) will give zero, but they 
must be included in the sum in order to assure the 
correct sign factor.) 

If F(1f, ~) is a functional of 1f and ~, for example 
of the form 

space are characterized by the mass-shell condition '" J 
F = L: d4Pl· .. d4Pr d4ql ... d4q. 

(i-y.p + m)1fm(P) = ~ .. (p)(i'Y·p + m) = 0 (111.1) r .• -O 

and the commutation relations 

[1f .. (P), ~m(q)]+ = is(P) flip - q) 

= 211'"(m - i-y.p)r.(p) 

X 0(p2 + m2) 04(P - q), (111.290) 

[1f .. (P), 1fm(q)]+ = O. (1I1.2b) 

The derivation of the second equality in (111.290) 
proceeds exactly as for (11.15). 

We can define an inhomogeneous commutator 
as follows. For two field operators 

[1f .. (P), ~ .. (q)]~ == iSr(P) 04(P - q) 

= [-i(m - i-y.p)/(p2 + m2h] 
X 04(P - q), 

= [-i/(m + i'Y·P)r] Mp - q), 

(111.390) 

[1f .. (P), 1fm(q)]!. = [~ .. (p), ~ .. (q)]!. = O. (1I1.3b) 

The ordinary (anti) commutator of a product of 
field operators has the decomposition 

X !.,(Pl ... Prql ... q.) 

X ~m(Pl) ... ~m(pr)1fm(ql) ... 1f",(q.) , (111.6) 

and if every term in this representation of F has 
only an even or only an odd number of operator 
factors, that is, if F transforms according to some 
definite (spinor or tensor) representation of the 
Lorentz group, such as, for example, the S operator 
and its functional derivatives, then the operator 
[1f",(p), F):. is well defined. The subscript s = +1 
if F has an even number of spinor operator factors 
and s = -1 if F has an odd number of spinor 
operator factors. The operator derivative of F 
with respect to ~ is then defined (with spinor indices 
written explicitly) as 

As a special case, we have 

[0/ o~x(P)](t/>':,(ql) ... t/>':.(q,,» 

= ~ (-l)i+lt/>';,(ql)··· ~$:g» .. . t/>';.(q,,) (IlLS) 

where t/>';, (qi) is either ~';. (q,) or 1f';. (qi), 
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and 

and 
olp;(q)/oif;x(P) = Ox" 0.(P - q), 

ol/;';(q)/oif;x(p) = O. 

From (IIL5) and (IIL7) a number of rules of dif­
ferentiation follow. Thus, we have immediately 

[I/;",(P), XF]:. = X[I/;",(p), F]:. 

[I/; ... (P), 01 + 02]~ = [I/; ... (P), 01]~ + [I/;",(p), 02]~ 

[I/;",(p), E1 + E2]: = [I/;",(P), E1]: + [I/; ... (p), E2]:' 

(III.9) 

E, and 0, are even and odd functionals, respectively. 
That is, 

s(E) = +1, s(O) = -1. 

Slightly less immediate are 

[I/;",(p), OE)~ = [I/;",(p), O]~E - O[I/;",(P), E):, 

[I/; ... (P), EO]~ = [I/;",(p), E]:O + E[I/;",(p), O]~, 

[I/;",(p), 0102]: = [I/;",(p), 01]~02 - 01[I/;",(P), 02]~' 

[I/;",(P), E1E2]: = [I/;",(p) , E1]:E2 + E1[I/;",(p), E2]:' 

(IIL10) 

The proof of the first of Eqs. (IILIO) is as follows. 
Every term of OE is of the form 

4>1 ... 4>211+1 c$l ••• c$2"" 

The double derivative satisfies identities which 
are determined by Jacobi-type identities of the in­
homogeneous commutator. As is proven in Appendix 
B, 
[I/;",(P), [I/; ... (q), F]:.]~. + [I/;",(q), [I/; ... (p), F]:.]~. = O. 

(III.13) 

Then, from the definition (IIL7), follows imme­
diately that 

(IILI4) 

Let us now return to (IIL3), and obtain the oper­
ator derivative with respect to I/; (p). Following 
the decomposition of the ordinary (anti)commutator 

[4>1 ... 4> .. , if;",(p)]-.(,,> 

" 
= E (-1)"-'[4>" if;",(P)J+4>l ... A, ... 4>", (III.15) 

i-I 

we define the inhomogeneous (anti)commutator 

[CP1 '" 4>11' if; ... (p)]:.(1I> 

" == E (-1)"-'[4>" if;",(P)]~4>1 '" Ai ••. 4>". (III.16) 
i-l 

Then [F. if;",(p)]:. is well defined for any functional 
of the form (IIL6) that has a definite signature s, 
and the operator derivative of F with respect to 
I/;(p) is defined as 

i of/ol/;,,(P) = -[F, if;';:(p)]:.(m+i'Y·p)x". (IILl7) 

where each 4> and c$ can be either 1/;", or if; .... The 4> As a special case, 
subscript refers both to momentum and spinor index 
[4>, = 4>';,(q.), and c$, = 4>2,,+1+,]. Then 

2m 
"( )i+1[ - ]I - -X £..J -1 1/;,4>. +CP1 ... Ai •. , 4>2m 

- 4>1 ... 4>211+1[1/;, c$l ••• c$2 ... ]:. (IILU) 

The other three equations of (IILIO) are proved 
in the same way. From these commutation relations 
follow the linearity of the derivative and the rules 
of differentiation of products exactly as in I (III.13) 
to (IIL15). In particular, 

0(0F) _ ~g-F _ 0 of 
oif; - oif; o if; 

and 
(IILI2) 

where 

ocp';(q) = {OX" o.(p - q), if 4>';(q) = I/;';(q) (IlLI8) 

Nx(P) 0, if 4>';(q) = if;';(q). 

The following relations between inhomogeneous com­
mutators are a consequence of (III.16): 

[XF, if; ... (p)]:. = X[F, if; ... (P)]:., 

[01 + O2 , if;m(P)]~ = [01, if;m(P)]~ + [02 , if;m(p)]~, 

[E1 + E 2 , if; ... (P)]: = [E1' if; ... (P)]: + [E2' if; ... (P)]:, 

rOE, if; ... (p)]~ = OrE, if; ... (P)]: + [0, if; ... (P)]~, 

[EO, if;",(P)]~ = E[O, if; ... (P)]~ - [E, if; ... (P)]:0, 

[0102 if;",(P)]: = 0 1[02, if;m(P)]~ - [01, if;m(p)]~02' 

[E1E2' if;",(P)]: = E1[E2,if;",(P)].~+[ElI if;",(P)]!.E2' 

(III.19) 
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and from these one obtains the rules of differentia­
tion given in I (II1.22) to (II1.24). In particular, 
we have 

~(FE) = F ~E + ~F E 
N ~if; ~if;' (III.20) 

~(FO) = F ~O _ ~F 0 
~if; ~if; ~if;' 

In addition to the above, we have from (II1.I6) 
the commutation relations analogous to (II1.I3), 

[[F, ifim(q)]:., ifim(P)]~. + [[F, ifim(P)]:., ifim(q)]~. =0, 

(III.21) 
and 

[[if;m(p), F]:., ifim(q)]~. - [if;m(P), [F, ifim(q)]:.]~. = O. 

(III.22) 

These identities are also proven in Appendix B. 
They imply 

(III.23) 

and 

(III.24) 

and every formula in I involving derivatives with 
respect to if;(x) and ifi(x) is the Fourier transform 
of a corresponding formula in this chapter involving 
derivatives with respect to if;(p) and ifi(p). Note 
that in (II1.27) the p-space integration is not re­
stricted to the mass shell, which is why we left 
off the subscript" mil in ~F / 8if;(p). 

IV. VECTOR FmLDS (m ~ 0) 

As was pointed out in Ref. 1, an explicit definition 
of an operator derivative cannot be given if the in­
homogeneous commutators are to satisfy a Klein­
Gordon-type equation analogous to (11.7). It was 
indicated that this difficulty was related to the 
supplementary condition every vector field has to 
satisfy. 

In the following we shall show that this difficulty 
can be overcome when the fundamental equations 
of the vector field are not a Klein-Gordon equation 
and a supplementary condition but one single field 
equation (which is of course equivalent to those two). 

Consider the equation 

[g".K(x) - O"d.]r/J'(X) = 0 (IV.I) 

for the vector field r/J,,(x). The divergence of this 
We collect here a few special cases of Eqs. (II1.I2) field equation yields 

and (II1.20) which are of importance. 

[~/~if;a(P), if;~(q)]-G = 8(G) ~a/l Mp - q)G, 

G[ifi~(q), b/~ifia(P)]- = 8(G)G ~a/l Mp - q), 

[8/8ifia(P), if;~(q)]+G = 0, 

G[ifi~(q), ~/8if;a(P)]+ = 0, 

[8/8ifia(P) , ifiop(q)]+G = ~a/l Mp - q)G, 

G[if;~(q), 5/Na(P)]+ = G ~a/l Mp - q), 

G[if;~(q), b/8ifia(P)]- = 0, 

[~/~if;a(P), ifi~(q)]- = o. 

(III.25) 

(IV.2) 

and therefore implies the supplementary condition, 
provided the mass m is assumed not to vanish. Both 
equations then combine to yield 

(IV.3) 

Thus, (IV.2) and (IV.3) are implied in (IV.I). But 
it is also clear that (IV.I) is a consequence of the 
last two equations, so that a complete equivalence 
exists. 

If one now defines the inhomogeneous commutator 
satisfying 

Finally we make contact with x-space by observing ( ) ) I ( / 2) ) [r/J" x , r/J*;.(Y]- = -i g". - 0,,0. m dr(x - Y, (IV.4) 
that if 

( ) J h.. 'p'''.,. (P) if; x = (211l e Y'm , 

.1,( ) J h.. -'P·".1. ( ) 
'I' X = (211/ e 'I'm p , 

then 

the operator which determines the field equation 
(IV.I) yields 

(III.26) (g""K(x) - o"o")[cp,,(x), cp*;.(y)]: = i ~4(X - y) 0:, 
(IV.5) 

(III.27) 

as follows from the operator relation 

(IV.6) 

Therefore, the implicit definition of the derivative 
can be made explicit by means of 
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[F, IfJt(x)]: 

= -i J (gpa - a/la/m2) AI(X - y) ~~y) d4
y. 

corresponding to (II. 16) of Ref. 1. Using (IV.6) 
this yields the explicit form of the derivativeU 

i[aFI&f>p(x)] = (taK - apaa)[F, 1fJ!(x)]:. (IV.7) 

We note that an immediate consequence of this 
relation is 

(IV.S) 

This expression does not vanish in general. 
In momentum space we can start with the field 

equation 

for a neutral field by 

1fJ~(p) = 1fJ/-p), (IV.15) 

corresponding to ap(p) = bp(p) in (IV.13). 
The inhomogeneous commutator follows from 

(IV.lO) to be 

[1fJ';:(P), 1fJ;*(q)]: = -i(gp. +ppp.lm2) AI(P) Mp - q) 

. gp. + ppp./m
2 a ( ) 

-1. (p2 + m2)I 4 P - q . 

(IV.16) 

From here on the argument proceeds in complete 
analogy to the scalar case. 

The right side of (IV.16) is reduced to a a-func­
tion by means of 

and the commutation relation 

(IV.9) [gpa(p2 + m2) - PpPa][a: + pap.lm2] AI(P) 

= (p2 + m2)gu. AI(P) = g"" (IV.17) 

= 27r(gPF + ppp.lm2)€(p) a(p2 + m2) a4(P - q) 

= -i(gu, + ppp.lm2) A(P) a4(P - q). (IV.lO) 

If we put10 

where 1fJ1'(P) is free of singularities, then 

pUIfJ:(P) = 0, 

and 

(IV.H) 

(IV.12a) 

(IV.12b) 

The last two equations are obviously equivalent 
to (IV.9). 

The commutation relation (IV.lO) reduces to the 
usual ones if one uses (IV.ll) and 

lfJu(P) 1 ... _ .. = (47rCll)ia/p), 

lfJu(-p) 1 .. ·- .. = (47rCll)tbt(p)· 

(IV.13a) 

(IV.13b) 

For a charged vector field (IV.lO) must be sup­
plemented by 

(IV.14) 

G This result shows how the correspondence between non­
renormalizable theories and fields whlCh do not have deriva­
tives can be broken. The essential point here seems to be the 
incorporation of the supplementary condition into the field 
equation. Furthermore, the Bogoliubov causality condition 
can now be applied also for vector mesons with mass, even if 
the source current is not conserved [F. Rohrlich, Bull. Am. 
Phys. Soc. 10, 87 (1965)]. 

10 The functions </>ip) and </>p(x) are of course different. No 
confusion can arise as is clear from the argument and the 
context. 

in analogy to (IV.6). Therefore, 

[ (P2 + 2) ][A."'( ) A.'*( )]1 . aq,:,.*(q) gp", m - ppPa ,+,m P ,,+,m q - = -1. aq,u*(P) , 

(IV.lS) 

and generally 

-i aF I aq,P*(P) = [gp",(p2 + m2) - PpPa] [1fJ;:'(P) , F]:', 

(IV.19a) 

-i aFlaq,U(p) = [F, 1fJ;:'*(p)]:[g",u(P2 + m2
) - p",pp]. 

(IV.19b) 

v. THE ELECTROMAGNETIC FIELD 

The free electromagnetic field operator satisfies 
the zero-mass condition 

p2 A!Ol(P) = 0, 

the zero-charge condition 

A!Ol*(p) = A~Ol( _p), 

and the commutation relation 

[A!Ol(p), A~Ol*(q)] = -ig". D(P) a4(P - q), 

D(P) = 27rie(p) a(p2). 

(V.l) 

(V.2) 

(V.3) 

If we define the inhomogeneous commutator as 

[A!Ol(P), A~Ol*(q)]: == -igp, DI(P) Mp - q), (VA) 

DI(P) = 1/(P2)y, 

then 

p2[A!Ol(P), A~Ol*(q)]: = -igp, a4(P - q). (V.5) 
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If F is a functional of A,., expressible as a sum of 
products of the field operators, then the inhomo­
geneous commutator, 

[A;O)(P), F)~, 

is defined as in Sec. II, and the functional de­
rivative of F is given by 

i 8F / lIAI'(P) = _p2[A;O)*(P), F):. (V.6) 

Commutators of the functional derivative operator 
with itself and with A,. are given by formulas iden­
tical in form with Eq. (II.13) of I, and the transla­
tion theorem stated in Sec. II for scalar fields can 
be generalized to vector fields. 

This formulation assumes that the supplementary 
condition is not fulfilled as an operator equation 
but holds only in the subspace of physical state 
vectors in the well-known manner. If one uses 
another gauge, suitable definitions can also be given. 

VI. CONCLUSIONS 

The functional operator calculus can be developed 
in momentum space without reference to configura­
tion space. Crucial for this development is the pos­
sibility of formulating the quantum theory of free 
fields entirely in momentum space. The operator 
calculus succeeds because it is based on algebraic 
relationships, in particular on the inhomogeneous 
commutator which can be defined entirely in p­
space. The algebraic basis of this calculus can be 
avoided by a rather daring limiting process for the 
case of tensor fields [cf. (II. 37) and I (IV.I)]. But 
such a limiting process is not possible for the spinor 
case because of the underlying anti commutation 
relations. The cherished relation of classical mathe­
matics which defines the derivative by a limit must 
here be abandoned. 

Related to this fact is the breakdown of the 
"translation theorem" which is essentially a way of 
expressing a Taylor espansion. This matter is elabo­
rated in Appendix C. 

The operator calculus carries through without 
difficulties for spins 0, !, and I for either neutral 
or charged fields. For higher spins, the lesson learned 
for spin 1 will undoubtedly be crucial: the supple­
mentary condition in the charged vector field case 
must be combined with the field equation into one 
single equation. Otherwise the operator derivative 
cannot be defined explicitly. It is precisely at this 
point where the renormalizability of the usual formu­
lation of quantum field theory ceases to hold. But 
the operator calculus developed here is no longer 

limited in this way and therefore promises to be 
useful also for nonrenormalizable theories. 

APPENDIX A 

We want to discuss two problems of consistency: 

(1) how the definitions of inhomogeneous com­
mutators given by (11.21) and (11.25) can be­
generalized in a natural fashion to conform to the 
definition given in I (1.7), and 

(2) what consistency requirement is imposed on 
(11.21) and on similar expressions by the connection 
with configuration space made with the Fourier 
transform, (II.I8). 

(1) First, we note that in (II.2I) any operator 
A!(q.) may be replaced by Am(q.), and in (II.25), 
any A",(q.) by A!(q.), for if the field operators are 
to describe neutral particles, we impose (II.ll), 
and if charged particles are to be described, we 
postulate that 

[A",(P), Am(q)]~ = [A!(p), A!(q)]: = O. (AI) 

In configuration space, among the known inhomo­
geneous commutators, the following relation holds: 

[A*(y), A(x)]: = [A(x), A*(y)]:'. (A2) 

The correct l' corresponding to a given I is obtained 
from the following table: 

1= RAP 1R IA 
(A3) ----------- . I 

If = A R P IR IA 

(A2) and (A3) can be verified in each case using 
the definitions of the inhomogeneous commutators, 
the functions ~I(X) given in I (1.9), and the fact that 

[A(x), A*(y)]:R.lA = -i ~lR.lA(X - y) 
(A4) 

= (T + .-<A (x) A *(Y»)o. 

T + ,_ signifies the positively (negatively) time­
ordered product. We may take the momentum­
space equation corresponding to (A2) as a definition: 

[A!(q), Am(P)]: :5 [Am(P), A!(q)]:. (A5) 

(A2) or (A5) enables us to define 
.. 

[A*, Bl ... B .. ]~ :5 L: [A*, B']~l ... A, ••. B", .-1 
and 

.. 
[BI •.. Btl, A]~ :5 L: [B l , A]~l ••• A •••• B". .-1 (A6) 

Each B, is a single operator, either an A or an A *. 
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If F(A, A *) is a functional of the form (II.22), then 

[A*,F]~ = [F, A*]: 

and 

[ I [ I' F, A]_ = A, F]- . (A7) 

In this light, it is clear that (II.27) implies no sign 
contradiction between (II.6) and (II.26b), since 
any inhomogeneous commutator can be used in 
those equations, and, moreover, 

[A*, F]: ~ -[F, A*]:. (AS) 

If G(A, A *) is also a functional of the form (II.22), 
the generalized inhomogeneous commutator [F, GJ": 
is defined by extending the definitions (II.2I), (II.25), 
and (A6) to 

[Bl •.• B", F]: 

" == L: Bl ... B._1[B., F]:B'+1 ... Btl (A9) 
i-I 

and 

[F, Bl ... B .. ]: 

" == L: Bl ... B.-1[F, B.]:B'+l ... B". (AIO) 
i-l 

From (A9) and (AIO) the commutation relations 
in I (1.7) can be derived. Parenthetically, we em­
phasize that 

[F, G]: ~ -[G, FJ:. (All) 

These considerations can be applied without dif­
ficulty to tensor fields of higher order. They need 
not be generalized to the case of spinor fields, how­
ever, since no such generalized inhomogeneous (anti)­
commutator of spinor functionals, [F, GJ;, is used 
in I. 

(2) If we require that (II.2I) (and similar expres­
sions) be, according to (II.18), the Fourier trans­
form of an analogous expression in configuration 
space, 

.. 
= L: [A(x), A*(y,)]:A*(Yl) .,. Ai ••• A * (y,,) , 

• -1 (AI2) 

then (II.21) must satisfy a consistency condition 
which is the Fourier transform of the consistency 
condition which (AI2) satisfies. For example, for 
equal times y~ = yO, i = 1, •.. ,n, (AI2), considered 
as a retarded commutator, becomes an identity 
for ordinary commutators, multiplied on both sides 

by the step function O(x - y). In momentum space, 
this condition would be 

X [A ... (p,po+A),A!(ql,q~-q~+A) ... A!(q .. ,q=+A)]_ 

= i; L~ dq~ ... L~ dq:[A ... (p), A!(q" q~ - q~+l)]~ 
X A!(ql' q~ - q~) ••• Ai ..• A!(q .. , q~), 

(AI3) 

which can be verified by using the relation 

[Am(P), A!(q)]~ 

= 21 .j'" ... dA . [Am(P, pO + A), A!(q, qO + A)]_. 
7rt -'" 1\ - 'tE (A14) 

(A14) follows from the identity 

I j'" dA 0 AR(P) = 2---: -... -. A(p, P + A), 
11"~ _'" 1\ - tE 

(AI5) 

with A1t(p) and A(P) given in (II.20) and (II. 15), 
respectively. 

The consistency of the advanced commutator 
and the "P" commutator can be exhibited in an 
identical manner, with only a change in the con­
tour of the A integration. That of the IR and 1A 
commutators is somewhat more complicated, but 
can be carried through in much the same way. Of 
course, if we do not require a connection with 
configuration space via the Fourier transform, then 
there would be no problem of consistency raised 
by (II.I8), and there would be no need to impose 
(AI3). 

APPENDIX B 

The following identities and their proofs have 
exactly the same form in x-space and in p-space. 
Since they have not been presented in I they are 
here given in x-space . 

We first prove the following two identities: 

and 

[",ex), [",(y), F]:.]~. + [",(y), ["'(x), F]:.n. = O. 
(B2) 
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The identity (B1) implies that there exists also an 
identity for the scalar field, 

[A (x) , [A(y), FJ:]: - [A(y), [A(x), FJ:]: = 0, (B3) 

which need not be proven separately. 
If F is expanded as in (11.22) the linearity of 

(B1) in F implies that it is sufficient to prove (B1) 
when F is a product of n vector fields and that 
this be true for arbitrary n. 

The proof of (B1) now uses induction. Clearly, 
for F = ¢).(z) or ¢t(z), Eq. (B1) is identically 
satisfied because the inhomogeneous commutator 
of two field operators is a c-number, and the in­
homogeneous commutator of an operator and a c­
number vanishes. 

Assume now that (B1) holds when F is a product 
of n field operators. Let us use the symbolic nota­
tion x for ¢I'(x) , y for ¢.(y), etc. Then the first 
term in (B1) when F is a product of n + 1 field 
operators becomes 

[x, [y, Zl ... Z,,+l]:]: 

= [x, [y, Zl ... Z .. ]:Z .. +l]: + [x, Zl ... z .. [y, Z .. +l]:']! 

= [x, [y, Zl ••• z"]:']:Z"+l + [y, Zl ... z,,]:'[x, Z .. +l]! 

+ [x, Zl ... z,,]:'[y, z .. +l]:'+Zl ... z .. [x, [y, Z~+l]:']:" 

(B4) 

The last term vanishes because it involves an in­
homogeneous commutator with a c-number. The 
second term of (B1) differs from the first only in the 
interchange x ~ y. Since, furthermore, (B1) is 
assumed to hold for F = Zl ... z .. , the first term of 
(B4) will cancel out and we are left with 

[x, [y, Zl ... Z .. +l]:']:' - (x ~ y) 

= [y, Zl '" z,,]:'[x, Z .. +l]: 

+ [x, Zl ... z .. ]:[y, Z .. +l]: - (x ~ y) = O. 

Equa.tion (B1) therefore does hold for F = Zl ... Z .. +l 
if it holds for F = Zl ... z". Tjis completes the 
proof by induction of (B1). 

The proof for (B2) is completely analogous. It is 
obviously satisfied for F = 1/t(z) or i/i(z). Assume 
it is now also valid for F = Zl ... z ... We then 
make use of . 

[x, Gx']~. = [x, G]~.x' =F sG[x, x']~, (B5) 

where x stands for either 1/t ori/i (permitting also 
mixed relations), and find 

[x, LY, Zl ... Z .. +l]:'.]! 

= [x, [y, Zl ... z .. ]!Z .. +l]! - sEx, Zl ... z .. [y, z .. +d~]! 

= [x, [y, Zl ... z .. ]!]:.Z .. +l+S[y, Zl ... z .. ]![x, z,,+1]1 

- sEx, Zl ... z .. ]![y, z .. +d~. 

A last term which vanishes identically was omitted. 
The first term will again cancel by assumption 
when substituted into (B2). Therefore, 

[x, [y, Zl ... Zn+1]:.]! + (x ;::! y) 

= s{[y, Zl ... z .. ]![x, Z"+l]~ - [x, Zl .,. z .. ]![y, Zn+1]~ I 
+ (x;::! y) = O. 

In the two equations following (B5), 8 = s(n + 1) = 
( -1)"+ 1. Equation (B2) is therefore established. 

It is obvious that (B1) continues to hold if one 
or both of the operators ¢ are replaced by their 
adjoints ¢*, since the Lorentz-transformation prop­
erties are thereby not affected and the inhomo­
geneous commutator of any two of them continues 
to be a c-number. Equations (II.35b) and (II.35c) 
are therefore also valid. 

In Sec. III we also need the p-space analogy of 
the relations 

[[F, i/i(x)]:., i/i(y)]! + [[F, i/i(y)]:'., i/i(x)]! = 0 (B6) 

and 

[[1/t(x), F]:., i/i(y)]! = [1f(x), [F, i/i(y)]:'.]!. (B7) 

The proof of these relations proceeds in exactly the 
same way as for (B2) except that in addition to 
(B5) we need also 

[Fx, x']~. = F[x, x']~ - [F, x']~.x. (BS) 

Again, x and x' can each stand for 1f or iIi. Further 
details need not be given here. 

Equations (B2), (B6), and (B7) are the Fourier 
transforms of the equations (111.13), (111.21), and 
(111.22) of the main text. 

APPENDIX C 

For c-number functionals we have the Taylor 
seriesll 

F[A + cp] 

- "'1. J ~"F[A] .•. - L: nl ~A(y) ... ~A(y) CP(Y1) CP(Yn)(dy) . 
.. -0 1 .. (C1) 

11 V. Volterra, Theory oj Functionals and oj Integral and 
Integro-Differential Equations (Dover Publications, Inc., New 
York,1959). 
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If one assumes that this expansion continues to be 
valid when A is a (neutral scalar) operator field 
while qJ remains an ordinary function (times the 
unit operator), we have in particular 

'" }.." J 5"F 
F[A(y) + n 5(x - y)] = ~ n! 5A(Yl)' .• 5A(y .. ) 

X 5(x - Yl) ..• 5(x - y,,)(dy) 

"'}.." 5"F E--
.. -0 n! 5A "(x) 

'" }.. .. [5 ] E- - F ,,-0 n! 5A(x) , .. 

(C2) 

in the notation of I (1.15). Of course, such an as­
sumption is rather questionable and must be re­
garded as purely formal. From (C2) follows 

lim F[A(y) + 1A 5(x - y)] - F[A(y)] of 
~~o X = M(x)' 

(C3) 

This equation appears repeatedly in the literature 
as the definition of the operator derivative. As we 
have indicated in I, this definition does seem to 

lead to the same results as our algebraic definition, 
despite its questionable structure. 

When one deals with spinor fields, however, the 
situation is quite different. First one finds by analogy 
as above 

'" X .. J 5"F 
F[1/I(y) + X o(x - y)l] = ~ n! 51/1(Yl)' . ... N(y,,) 

X 5(x - Yl) •.. 5(x - yn)(dy) , 

but it is easily seen that this equation is meaningless . 
The integrand is an antisymmetric function of the 
arguments Yl, ... , y" multiplied by a symmetric 
function, because 

(C4) 

All terms with n > 1 on the right side vanish there­
fore identically. The translation theorem [last 
equality of (C2)] is thus not valid for spinors,12 
nor can the quantity 51/1 be defined. The limit 
definition of the operator derivative is therefore not 
tenable for spinors. 

The above arguments can also be carried out in 
momentum space and lead to the same conclusion. 

12 In I, Eqs. (III.33) to (III.35), an erroneous statement to 
the contrary was made. 
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Model of an Oscillating Cosmos which Rejuvenates during Contraction 

HELMUT SCHMIDT* 

Boeing Scientific Research Laboratories, Seattle, Washington 
(Received 25 August 1965) 

For an oscillating cosmos we assume time-symmetric initial conditions, invariant under t-- -t 
and t-- T + t, where t = 0, ±T, ... are the times of maximal cosmos contraction. In particular we 
specify the same value U 0 for the cosmos' "internal energy" U at all these times. The expectation 
value of an Heisenberg operator becomes now 

(Q(t» = Tr {Q(t) D), with D = [A(T), A(0)]+/2 Tr {ACT) A(O»). 

Here A(O) is the projector into the space of the eigenvectors of U with eigenvalue U o, and A(t) has 
the time dependence of an Heisenberg operator. 

The time symmetry implies that the cosmos' oscillations are periodic and that expansions and 
contractions occur (except for local statistical fluctuations) time-symmetrically to each other: If the 
entropy increases during expansion then it must decrease during contraction. 

The general theory is applied to a highly simplified cosmos model in which no star condensation 
occurs. Assuming here that the initial state contains equal numbers of particles and antiparticles, the 
theory predicts a slightly inhomogeneous distribution of these particles such that during the cosmos' 
expansion not all particles annihilate, but a realistic density of particles and antiparticles (in different 
space regions) survives the expansion. 

INTRODUCTION 

EINSTEIN's equations of general relativity lead 
to a small number of possible cosmos types. 

One of those is represented by a cosmos which oscil­
lates between a very dense contracted state and an 
expanded state of very low density. Astronomers 
cannot yet decide to which type the actual cosmos 
belongs. For the following discussion, however, we 
will assume that we live in an oscillating world. 

R. C. Tolman has studied the statistical ther-
modynamics of such a cosmos. He assumes the valid­
ity of the second law and comes to the conclusion 
that the oscillations of this cosmos are unstable. Due 
to the second law, the entropy increases from cycle 
to cycle and so does the amplitude of the oscillations. 

This instability and the closely related time-un­
symmetry of this model seem sufficiently objection­
able to justify the study of other possibilities, in 
particular, the possibility of a violation of the second 
law: 

It is well known that the second law is valid only 
for systems which satisfy certain initial conditions 
which, for laboratory situations, are overwhelmingly 
probable. Since, a priori, we know nothing about 
the cosmos' initial conditions, it seems reasonable 
to try several particularly plausible or mathemati­
cally attractive initial conditions and to see how the 
corresponding cosmos model would agree with 
reality. 

The most accepted form of initial conditions may 

* This work was begun at the University of Cologne/ 
Gtlrmany. 

be obtained by the following picture: Imagine that 
the cosmos was created in the manner in which a 
sample is prepared in a laboratory, Assume, in partic­
ular, that at some time t = 0 where the cosmos was 
in a state of maximal contraction, the cosmos' 
macroscopic state was specified, leaving the micro­
scopic state unspecified such that all microstates 
consistent with the macrostate A are equally prob­
able. Then the second law would hold. 

We will explore, however, another possibility. We 
assume that the cosmos was not made like a sample 
in the laboratory. We postulate, instead, that the 
cosmos' initial conditions are (like all microscopic 
laws of physics) invariant under time reversal and 
that, furthermore, they do not distinguish one partic­
ular cycle in the cosmos' history. 

In order to specify the initial conditions mathe­
matically, we assume that at the time t = 0 a 
macroscopic state A of the cosmos is given. Now, 
however, we consider only those microstates of the 
cosmos as admissible which are with the macrostate 
A consistent, not only at t = 0, but at all times 
t = 0, ± T, ± 2T, ... of maximal cosmos con­
traction. 

The history of this cosmos is (except for statistical 
fluctuations) invariant under the time reflection 
t ~ -t and under the time displacement t ~ t + T. 
Here the expansions and contractions occur time­
symmetrically to each other. Therefore, if the en­
tropy increases during expansion, then it must de­
crease during the following contraction. A physicist 
living in the contracting stage of the cosmos, how-

494 
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ever, could not realize this. His" subjective" time 
direction would be the direction of increasing en­
tropy and he would have the impression of living 
in an expanding cosmos. 

I. THE PROBLEM OF AN ISOLATED 
OSCILLATING COSMOS 

We want to study questions connected with the 
arrow of time in an oscillating cosmos of finite 
volume. In order to do this we consider the cosmos 
as an isolated finite quantum mechanical system. 

This approach leads to many difficult unsolved 
problems. We first discuss how we may circumvent 
some of those problems such as to obtain a self­
consistent cosmos model in which the arrow of time 
is the "only" difficult problem. 

A. The Singularity of an Oscillating Cosmos During 
Passage Through Its State of Highest Density 

We consider a spacially isotropic cosmos l with 
finite volume (m > 0) and vanishing cosmological 
constant A = O. Then the line element can be 
written as 

di = c2 dt2 
- RCtY[l + ir2f2(dx2 + dy2 + di), 

(II) 
with 

r2 = x2 + y2 + Zl. 

Here the physical (x, y, z) space equals the three­
dimensional surface of a four-dimensional real sphere, 
i.e., we can write 

ds2 = c2 dt2 - R(tY[dz~ + dz~ + dz~ + dz!J, (12) 

with 

zi + z; + z; + z! = 1. 

The total volume of this cosmos is 

(13) 

Now one can derive the following relation between 
the "world radius" R(t), the energy density u(t), 
and the pressure pet) of the cosmos: 

with 

(d/dt)(uR3
) + p(d/dt)(R3

) = 0, 

(dR/dt)2 = IKc2uR2 - c2, 

" = 2.073 10-48 sec2/g cm. 

(14) 

(15) 

If we assume nonnegative values for u and p, then 
(14) and (15) imply, as is easily seen: 

1 R. C. Tolman, Relativity, Thermodynamics and COB­
mology (Oxford University Press, New York, 1946). 

(a) An expanding cosmos cannot expand forever. 
After reaching some R = Rmax , the cosmos 
starts contracting. 

(b) This contraction continues until R --t 0 and 
u --t co, i.e., the cosmos reaches an unphysical, 
singular state of infinite energy density. 

Lifshitz and Khalatnikov2 have pointed out that 
this singularity might disappear if the cosmos is not 
homogeneously filled with matter and radiation. In 
order to have a simple model, however, we neglect 
inhomogeneities and compensate the singularity by 
the following device: We calculate "as if" the cosmos 
would contain some compensating medium which 
interacts with the rest of the cosmos only via 
gravitation. Let us assume for example that pressure 
and energy density of this medium are given by 

p' = u' = 0 for R > Rmin , (16) 

here A is a very large positive pressure, A --t co, 

and Rmin is a finite constant, the "minimal world 
radius." Note that (14) is satisfied by u = u' and 
p = p'. 

In (15) the conventional energy density u has now 
to be replaced by the total energy density u + u': 

(dR/dtY = IKc2(u + u')R2 - c2. (15') 

If now in a contracting cosmos R(t) falls below 
Rmin then the compensating medium comes into 
play: If A is large enough then R will go to zero 
for some value of R slightly below Rmin and the 
contraction goes over into expansion. In the limit 
A --t co the effect of the compensating medium is 
just to change the sign of R, i.e., to convert the 
contraction into an expansion as soon as R reaches 
Rmin • 

We can therefore use (15) instead of (15') if we 
supplement (15) by the boundary condition 

R(t) changes sign if R reaches the value Rmin• (17) 

Let us consider briefly the example of a light 
cosmos: From (14) we obtain with u = 3p 

(IS) 

where Uo is the energy density in the state of maximal 
contraction. Now (15) becomes 

(dR/dtY = (el/R2) - c2 with ei = IKc2uoR!.ln. (19) 

I E. M. Lifshitz and I. M. Khalatnikov, Advan. Phys. 12, 
185 (1963). 
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The radius at maximal expansion is 

Rmax = a/c. (110) 

The solution of (19) with the boundary condition 
(17) is given by 

R(t)2 = R!ax - c2(t - !T)2 for 0 ::::; t ::::; T, (ilIa) 

R(t) = R(t + T) = R( - t) for all t. (Illb) 

Here T, the time for one cosmos oscillation, follows 
from the requirement that R(O/ = R!in, i.e., 

(112) 

We see that the cosmos oscillates periodically be­
tween states of high and low energy density and 
that these oscillations distinguish no time direction. 

We will be particularly interested in the states 
of fairly high energy density, for example in the 
region It I « T. Assuming that 

R min « R max , (113) 

we obtain from (111), (112), 

R(t)2 = R!in[(tO + Itl)/to] for It I « T, (114) 

with 

t;;2 = tKc2uo. (115) 

For the energy density u, (114) and (18) give 

tKc2U(t) = (it/ + to)-2. (116) 

Assuming finally black-body radiation where energy 
density u and temperature fJ are related by 

2 

U = l5~3c3 (kfJ)4, (117) 

we obtain for the temperature 

kfJ = X(/tl + to)-; (118) 

with 

(119) 

(The parameter to is related to the initial temperature 
fJo at t = 0 by kfJo = Xt;;;. For kfJo = Mc2 with 
M = 2.10-24 g, we would obtain to = 10-6 sec. 
Fortunately, the value of to does not enter into the 
results of this paper.) 

B. The Interpretation of Quantum Theory in 
a Closed SYstem. 

Some features of the arrow of time in cosmology 
could be discussed within the frame of classical 
physics. We, however, use quantum statistics since 

we want to discuss later quantum processes like 
conversion between matter and radiation. 

One might object to applying quantum theory 
to the whole closed cosmos for the following reason: 
Conventional quantum theory describes a system 
mathematically by a state vector, but the physical 
interpretation of this state vector requires the exist­
ence of an "external observer," which does certainly 
not exist for a system comprising the whole cosmos. 

This objection, however, is a purely academic 
one in the following sense: If one applies quantum 
theory naively, without philosophical qualms, to a 
large macroscopic closed system, then all predictions 
of the theory which can be checked experimentally 
are quite independent of the existence or nonexist­
ence of an external observer. Furthermore, Everett3 

has shown how the quantum theory of a closed 
macroscopic system can be interpreted consistently 
by redefining the concept of physical reality. 

Another possibility maintaining a more conven­
tional concept of physical reality has been discussed 
by the author.4 In this theory the world's state 
vector behaves as if the macroscopic state of the 
cosmos were subject to frequent external observa­
tions. These macroscopic observations need not dis­
turb the cosmos appreciably, but they guarantee 
that the macroscopic state of the cosmos is always 
well defined. 

C. The Quantization of the Gravitational Field 

We circumvent this difficult problem by using the 
following approximations: 

(a) We describe the cosmos by the world radius 
R(t) which characterizes the "gravitational 
background" and by a state vector r(t» which 
depends on the particles and fields (including 
local gravitational fields), embedded in the 
gravitational background. 

(b) We treat the world radius R(t) as a classical 
quantity [this seems safe since R(t) is truely 
macroscopic] which satisfies (15), where u is 
the expectation value of the space-averaged 
energy density. 

(c) We assume that the state vector ret»~ satisfies 
a SchrOdinger equation 

iht(t» = H(t)r(t», (120) 

where H(t) depends on the time t only via 
the world radius, for example, 

H(t) = H[R(t) , R(t)]. 

a H. Everett, Rev. Mod. Phys. 29, 454 (1957). 
, H. Schmidt, Z. Naturforsch. 18a, 265 (1963). 

(121) 
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In the framework of the quantum theory dis­
cussed in Ref. 4 this coupling between the macro­
scopic classical quantity R(t) and the quantum 
mechanical state vector r(t) and operator u can 
be discussed without conceptual difficulties. 

II. TWO DIFFERENT STATISTICAL BOUNDARY 
CONDITIONS FOR AN OSCILLATING COSMOS 

A •. Different Boundary Conditions for Systems in a 
Laboratory 

For a reasonable description of a physical system 
we need, beside the equations of motion, certain 
"boundary conditions." These boundary conditions 
may, but need not, have the form of "initial condi­
tions." The question of the proper boundary con­
ditions is closely related to the question how the 
system was "prepared." 

Let us illustrate this by the following example: 

Consider a system whose state vector obeys the 
SchrOdinger equation 

ihtCt» = Hr(t». (III) 

N ow we will generally not be interested in all solu­
tions of (III), but only in those which satisfy cer­
tain restrictions (boundary conditions). To specify 
these boundary conditions let us assume (for the 
discussion of our example) the existence of some 
observable B with eigenvalues bn and eigenvectors 
/3n), 

for n,e m, (II2) 

such that B can be measured exactly, which implies 
that the state vector after a B-measurement is 
completely known. 

Suppose now that we have primarily a very wide 
ensemble S of systems with the same hamiltonian 
H, but with all possible initial conditions. In order 
to make reasonable measurements, we "prepare" the 
system somehow for the experiment, i.e., we select 
from S some subensemble of systems with certain 
specified properties. 

We mention here two such possibilities: 

(1) We consider only those systems as properly 
prepared for which the B measurement at some 
time t = 0 gave the value B = boo The ensemble 
S1 of these systems is specified by the initial 
condition for the state vector 

r(O» = fJo). (II3) 

The expectation value of some operator Q at 
time t > 0 is here 

Qr(t) = ({30 e·H1/*Q e-·Ht/*{3o). (II4) 

(2) We consider only those systems as properly 
prepared for which the B-measurement at t = 0 
as well as the B-measurement at t = T give the 
value B = boo The ensemble SlI of these systems 
is determined by a "double-time boundary con­
dition." 

To calculate in this ensemble the expectation 
value QlI(t) of an operator Q at time t (with 
o < t < T), let us assume for convenience that 
Q is a projection operator, i.e., Q2 = Q. 

Now, as first step, we can easily calculate 
the probability that, provided r(O» = /30), we 
measure Q = 1 at time t, and B = bo at time T: 

G(B = bo, T; Q = 1, t 1 B = bo,O) 

= 1(/3oU(T, t)QuCt, O){3oW, (1I5) 

where 

uCt, t') = exp l-iH(t - t')/h I. (II6) 

The corresponding probability for measuring 
Q = 0 is 

G(B = bo, T; Q = 0, t 1 B = bo, 0) 

= 1({3oU(T, t)ll - QIU(t, 0){30)12. (II7) 

Since (II5) and (II6) give relative probabilities 
for measuring Q = 1 and Q = 0 in our ensemble 
Sn, the average value of Q becomes 

QuCt) = M 1
- l(fJoU(T, t)QU(t, 0)/30)1 2 (IIS) 

with M = 1({3oU(T, t)QU(t, 0)/30)1 2 

+ 1(/3oU(T, t)ll - Ql U(t, 0)/30)1 2 

Equations (II4) and (IIS) , referring to systems 
with single-time and double-time boundary condi­
tions, respectively, can both be checked experimen­
tally. To check (II4) we select only such systems for 
which B = bo at t = 0 and measure here the value 
of Q at some time t > O. Equation (1I4) does here 
predict (statistically) the result of the Q-measure­
ment. To check (lIS) we take into account the values 
of Q at time t (0 < t < T) for those systems only 
which give B = bo at the times t = 0 and t = T. 
Equation (lIS) cannot be used here to predict the 
outcome of the Q-measurement, since we have to 
wait until t = T in order to decide whether the 
particular system belongs to the class SlI which 
alone we want to consider. This explains why the 
first situation, where the ensemble is specified by 
a (single-time) initial condition, has a much wider 
physical interest. 
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B. Cosmos with a Single-Time or Double-Time Boundary 
Condition 

We have seen that we can study in the laboratory 
systems with single-time and double-time boundary 
conditions by properly selecting the systems we 
take into account. 

If the system under observation is the whole 
cosmos, we have no choice in selecting the boundary 
conditions, we cannot prepare the systems in a 
specified way. This "preparation" is done already 
by nature. 

We do not know which boundary conditions are 
realized in nature. Therefore, it seems reasonable to 
compare different possibilities. One possibility, where 
the boundary conditions are such as to guarantee 
the second law, has already been the subject of many 
investigations. This possibility seems particularly 
plausible if one imagines that the cosmos was created 
in a way a sample is prepared in a laboratory. We call 
the corresponding cosmos a I-cosmos. Another, per­
haps not less reasonable, possibility is a cosmos with 
time-symmetric initial conditions, such that no time 
direction and no particular cosmos cycle plays a 
distinguished role. This cosmos, we call it a II­
cosmos, can essentially be described by the double­
time boundary conditions mentioned above. 

C. The I-Cosmos 

Let us assume that the cosmos is at time t = 0 
maximally contracted and that here the cosmos' 
state is given. In principle the cosmos' state vector 
might be specified at t = O. We prefer to charac­
terize the initial state by some density matrix Do. 

For simplicity we will assume that Do can be 
written as 

(Il9) 

where Ao is a projection operator with trace No: 

Tr {Ao} = No. (IllO) 

To be more specific, let Ao be the projector into 
the space spanned by the eigenvectors of H(O) with 
energy eigenvalues in the narrow energy band tlE 
around some energy Eo. 

Then the density matrix Do describes an initial 
state where the total energy [as measured by H(O)] 
is prescribed within ±!tlE, and where all the No 
microstates which satisfy this macroscopic require­
ment are equally likely. 

Let us discuss here only qualitatively what the 
history of such a cosmos might be. We will assume 
that at t = 0 the cosmos is very hot and filled with 
radiation and thermally excited particles and 

antiparticles. Furthermore we have here, in a 1-
cosmos, to assume the existence of uncompensated 
baryons in the initial state. In the case of equal 
numbers of particles and antiparticles in the initial 
state there would be practically no particles left 
today.6 

This cosmos would expand very rapidly, the tem­
perature would decrease, most particle-antiparticle 
pairs would annihilate, the remaining uncompen­
sated particles would first fill the cosmos homogene­
ously, later galaxies and stars would form and the 
present cosmos state would be reached. Then the 
cosmos would continue to expand until in some 
distant future the cosmos contraction begins. 

In this cosmos we could expect the second law 
to hold during expansion and contraction. After one 
oscillation, due to irreversible processes, the cosmos' 
entropy would be increased. This implies an increase 
of the cosmos' internal energy, and furthermore an 
increase of the amplitudes of the R-oscillations. 1 

[Equation (15) gives the conservation law 

27r2R(t)3U (t) - 67r
2

R(t) (1 + RCt)2 N) = O. 
K 

Here the first term is the cosmos' internal energy 
(energy density times volume), and the second nega­
tive term can be considered as the energy of the 
gravitational background field. We see that this con­
servation law permits an unlimited increase of the 
cosmos' internal energy.] 

D. The II-Cosmos 

Here we assume that the cosmos behaves as if 
it had been selected at random from an ensemble 
Srr of many cosmos copies. 

To define the ensemble Srr we start from an en­
semble SI, described by the density matrix Do at 
time t = o. Now we select from Sr those systems 
for which a measurement of Ao C = N oDo) at the 
time T gives the value Ao = 1. CT is the time 
required for one cosmos oscillation. Due to statistical 
fluctuations T will vary slightly among different 
systems, but we neglect this effect.) 

The ensemble Srr thus defined contains only sys­
tems which have at the times t = 0 and t = T, 
the same internal energy Eo, within ±!tlE. 

In a similar way we can define an ensemble S .. 
of systems which happen to have at all the times 
t = 0, ± T, ±2T, ... the same internal energy 
Eo (±!tlE). This ensemble is, as we shall show 
in Sec. III invariant under time reflection, t - -t, 

6 R. A. Alpher, J. W. Follin, and R. C. Herman, Phys. 
Rev. 92, 1347 (1953). 
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and time displacement, t ~ t + T. That means 
all the cosmos oscillations are (apart from individual 
statistical fluctuations) equal, and the contractions 
are time-symmetric to the expansions. 

Assuming that the entropy in such a cosmos in­
creases during expansion, the entropy must decrease 
during the following contraction. Here the entropy 
would increase/decrease with increasing/decreasing 
world radius. If we furthermore assume that the 
subjective time direction for an observer in the 
cosmos is the direction of increasing entropy, then 
this subjective time direction is always the direction 
of increasing R, and all observers (no matter in 
which period of the cosmos' history they live) would 
see the cosmos expanding, never contracting. 

As long as we have in mind the naive picture 
of a world creation at some time t = 0, similar 
to the preparation of some sample in the laboratory, 
we would say that it is very "improbable" for a 
cosmos with initial energy Eo to reach the same 
energy after one oscillation (since for almost all 
systems with initial density matrix Do and energy 
Eo the energy is increased after one oscillation, due 
to irreversible processes which increase the entropy 
and the internal energy). 

This argument that a cosmos describable by the 
ensemble SIJ or S'" be "improbable", however may 
not be applicable. We must admit that we do not 
know any thing about the cosmos' statistical bound­
ary conditions, and it might well be that these 
boundary conditions are determined by symmetry 
principles rather than by similarities to laboratory 
conditions. 

The ensemble SII with boundary conditions at 
t = 0 and t = T has a lower symmetry than the 
ensemble S"'. We will see later, however, that in 
the region 0 < t < T the ensembles SII and S'" 
cannot be distinguished experimentally. It is there­
fore sufficient if we study in the following a lI­
cosmos determined by SU' 

m. GENERAL MATHEMATICAL THEORY 
OF II-COSMOS 

A. Microscopic Time-Inversion Invariance 

The world radius R(t) and the internal state vector 
W» of the cosmos are in our theory coupled by 
the Eqs. (IS), (120), and (121). 

Let us now consider for the moment the different 
case where !;(t» satisfies (120) but where R(t) is 
"given" in such a way that 

R(t) = R( - t) , 

R(t) = R(t + T). 

(III1) 

(III2) 

This implies 

R(t) = R(T - t). (III3) 

We shall show later that these symmetry properties 
of R(t) are self-consistent. 

In this time-symmetric background we postulate 
now microscopic reversibility in the following sense: 
To every solution !;(t» of the Schrodinger equation 
there shall exist a time-reflected solution f(t» such 
that 

fet» = S(t)!;* ( -t», 

ihW» = H(t)!;(t», 

ihf(t)) = H(t)f(t». 

Here S is a unitary operator, 

Set) t = S(tt 1
, 

(II 14) 

(I lISa) 

(II ISb) 

(III6) 

and !;*(t» is the conjugate complex (i replaced 
by -i) to !;(t». 

If we want to interpret f(t» as the time reflected 
state then we must have for a "time-symmetric" 
Schrodinger operator Q (e.g., position, energy den­
sity, but not momentum) : 

(!;(t)Q!;(t» = (fe -t)Qf( -t», (III7) 

for time-symmetric Q. 
We postulate a corresponding equation for the 

time-dependent Hamiltonian: 

(!;(t)H(t)!;(t» = (Fc-t)H(-t)s(-t». (III8) 

Next we observe that double-time inversion leads 
to the original state, i.e., f(t» = e''I'(I}!;(t», or 
with (IlI4), 

S(t)S*(-t) = e;'I'(I). (III9) 

[With (lII6) and (III12) it follows that here only two 
possibilities exist: e,,,(I) = ±1.] Here S* is the 
operator conjugate complex (i replaced by -i) to s, 
to be distinguished from the Hermitian conjugate 
st = S*transp. With (lII4) and ClII9) we can write 
(IlI7) and (IlI8) as 

Q = S(t)Q*st(t), for time-symmetric Q, (I II 10) 

H(t) = S(t)H*(-t)St(t). (lUll) 

Substituting (IlIl1) and (lII4) into (IllS) we see 
that BCt) = 0, or 

Set) = S is time-independent. (lII12) 

From (IlI2) and (I, 21) we obtain the further sym­
metry property 

H(t) = H(t + T). (IIIl3) 
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B. Macroscopic Time Symmetry of IT-Cosmos 

We introduce the projection operator 
N, 

Ao = L: an)(an = NoDo, (IUI4) 

where al), (2), ... aN,) are all (orthonormal) eigen­
vectors of H(O) with eigenvalues in the interval 
(Eo - AE/2, Eo + AE/2). From (III4) , (IIIll), 
(IIIl2) we see that the vectors 

(UIl5) an = Sa~) 

span the same space as the al), 
can write 

aN.); i.e., we 

N, 

Ao = L: an)(an , or with (IlIl5) , 
n=l 

(IUI6) 

Let us calculate now the expectation value QII(t) 
of some operator Q at time t, for the case of a 
II-cosmos [c.f. II(d)]. We will assume for convenience 
that Q is a projection operator, i.e., 

(IUI7) 

This is no severe restriction, since the measurement 
of any observable is equivalent to the simultaneous 
measurement of several projection operators. Con­
sidering a system where the operator Ao is measured 
at t = 0 and t = T, and where Q is measured at 
some intermediate time t, we introduce the relative 
probability that, provided the system's density ma­
trix at t = 0 was Do, we measure Q = 1 at time t 
and Ao = 1 at time T: 

G(Ao=I,T;Q=I,tJDo at 0) 

= Gr(Ao = 1, T; Q = 1, t). (UIl8) 

The right-hand side of (IIIl8) is only an abbreviated 
notation which we will use for convenience. Accord­
ing to the definition of II-cosmos in Sec. II(d) we 
have now 

Gr(Ao=I,T;Q=I,t) 
Gr(Ao=I,T;Q= 1, t)+Gr(Ao= 1, T;Q=O, t) 

(IlIl9) 

In order to evaluate the expressions (IIIl8), (III19) 
we introduce the time-displacement operator U(t, t') 
by 

ih(iJ/iJt)U(t, t') = H(t)U(t, t'), U(t, t) = 1. (III20) 

From (III20), (IIIll), (IIII2), and (IIIl3) we obtain 
the symmetry relations 

U*(t, t') =:= stU( - t, -I')S, (III21a) 

U(t, t') = U(t + T, t' + T). 

In particular (III21a, b) give 

U*(O, T - t) = StU(T, t)S, 

U*(T - t, T) = stU(t, O)S, 

(IIl21b) 

(IlI22) 

and two corresponding equations where the argu­
ments in U are interchanged. In order to calculate 
(IIIl8) assume first that the system was at t = 0 
in a particular state ai)' Then the probability for 
measuring'Q = 1 at time t and Ao = 1 at time T 
can obviously be written (Q and Ao are projection 
operators) as the norm of a vector: 

Norm IJAoU(T, t)QU(t, O)ai)} 

= Tr I U(O, t)QU(t, T)AoU(T, t)QU(t, O)a,)(ai}' 

Since the initial state (density matrix Do) can be 
formed, with equal probabilities, by any of the 
vectors a l ), '" , aN.), we obtain generally 

G1(Ao = 1, T; Q = 1, t) 

= N~l Tr IQ(t)Ao(T)Q(t)Ao}. (I Il23a) 

Here we have introduced 

Q(t) = U(O, t)QU(t, 0), 
(II 124) 

Ao(T) = U(O, T)AoU(T, 0). 

Equation (III23a) holds for an arbitrary projection 
operator. Substituting Q ---? 1 - Q or Q _ I (unit 
operator), we obtain 

G1(Ao = I,T;Q = O,t) 

= N~l Tr 1[1 - Q(t)]Ao(T)[1 - Q(t)]Ao}, (IIl23b) 

(IlI23c) 

Equation (III23c) gives the probability that in the 
ensemble SI the value Ao = 1 is measured at time T, 
this is the probability that a member of SI belongs 
also to the ensemble SII. 

Remembering (IIIl6) and (III22) we obtain from 
(III23a) the symmetry relation 

Gr(Ao = 1, T;Q = 1, t) 

= G1(Ao = 1, T; Q = 1, T - t) (III25) 

with 

(III26) 

In particular we see that for a time-symmetric 
operator Q = Q [c.f. Eq. (IIIlO)], both sides of 
(III23a) and (III23b) are invariant under the sub­
stitution t ---? T - t. Now the same symmetry applies 
to (IIIl9), i.e., 
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QII(t) = Qu(T - t) for Q = Q and 0 < t < T. This shows immediately that here 

(III27) 

Thus in our II-cosmos the expectation value of a 
time-symmetric operator Q has the same value at 
some time t (with 0 < t < !T) during expansion 
and at the corresponding time T - t during con­
traction, i.e., the expansion and the contraction 
occur time-symmetrically to each other. (Note that 
we have proved this symmetry only for the oscilla­
tion in the time interval 0 < t < T, "between" 
the two boundary conditions.) 

C. Cosmos with M ultiple-Time Boundary Conditions 

Let us consider first a cosmos with a triple-time 
boundary condition where Ao = 1 is required at 
the times 0, T, 2T. The corresponding ensemble 
8 m is specified as that sub ensemble of SI for which 
Ao = 1 is observed at the times t = T and t = 2T. 

To calculate here the expectation value Qm(t) of 
a time-symmetric projection operator Q, we have 
to replace in (IIl19) the function G, assuming, for 
example, 0 < t < T, by 

GI(Ao = 1, 2T; Ao = 1, T; Q = 1, t) 

for 0 < t < T. (III28) 

In order to simplify this expression we will make 
the important assumption that, during passage 
through a state of maximal contraction, the cosmos 
remembers only the internal energy and forgets all 
other details of its past history. 

To be more specific, consider a contracting cosmos 
which reaches a state of maximal density at the 
time t = T. Let here the cosmos' state vector be 

N. 

t(T» = L: CnIXn). 

This implies that here Ao = 1. 
We assume now that at t = T the cosmos is 

sufficiently hot and that here all observable co­
herences between states are quickly destroyed, such 
that the cosmos' history at t > T is practically 
independent of the values of the c,o's in the expression 
for reT»~. This means we can calculate in the region 
t > T as if the cosmos' density matrix at the time T 
were Do. 

We refer to this assumption as "the cosmos' 
memory loss at maximal contraction". 

Now we can replace the expression (IlI28) by 

G(Ao = 1, 2T I Do at T)·G1(A o = 1, T; Q = 1, t). 

(III29) 

Qm(t) = Qu(t) for 0 < t < T 

and a similar argument gives 

QIII(t + T) = QII(t) for 0 < t < T. 

(III30a) 

(III30b) 

In this cosmos the two oscillations in the interval 
o < t < 2T ("between" the boundary conditions) 
are equal and the contractions are time-symmetric 
to the expansions. 

In a similar way we can define more generally 
an ensemble S2M+l of cosmos copies for which Ao = 1 
is satisfied at the times t = 0, ±T, ±2T, ... ±MT. 
Finally taking M very large (M ~ <Xl) we obtain 
the ensemble S", which is invariant under the sym­
metry operations 

t ~ t + T, 

t~ -t. 
(III31) 

That means the expectation value Q",(t) of a time­
symmetric projection operator Q satisfies here 

Q",(t) = Q",(t + T), 

Q",(t) = Q",(-t). 
(III32) 

Here, except for individual statistical fluctuations, 
all cosmos oscillations are equal and the contrac­
tions are time-symmetric to the expansions. In 
particular (IlI32) implies for the average energy 
density u(t) in Sa>: 

u(t) = u( - t) = u(t + T). (III33) 

We see now that in the ensemble S ... the symmetry 
assumptions (IIII) , (III2) about R(t) are self con­
sistent: If R(t) has the symmetry (III31), then u(t), 
as we have just proved, has the same symmetry. On 
the other hand, if u(t) has the symmetry (III31), 
then by (15) also R(t) must have this symmetry. 

From our assumptitm about the cosmos' memory 
loss at maximal contraction it follows that in the 
interval 0 < t < T the ensembles SII and Sa> cannot 
be distinguished. It is therefore sufficient if we study 
this interval in the II-cosmos. All oscillations in the 
ensemble Sa> are equal to this particular oscillation 
of the II-cosmos. 

D. The Effective Density Matrix for the II-Cosmos 

Equations (IIl19), (III23a), and (III23b) give the 
expectation ~alue Qu(t) of the operator Q in the 
II-cosmos. We can simplify these results under the 
assumption that the projection operator Q is a 
"macroscopic observable", which means that a meas­
urement of Q need not disturb the system apprec-
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iably. In particular we require that Q satisfies the 
equation 

Gl(Ao = 1, T; Q = 1, t) + Gl(Ao = 1, T; Q = 0, t) 

= Gl(Ao = 1, T). (III34) 

This equation says: The probability that a cosmos 
with density matrix Do at t = 0 leads to Ao = 1 
at time T is the same, whether the operator Q was 
measured [left-hand side of Eq. (III34)] or not meas­
ured (right-hand side) at time t. Substituting (III23a, 
b) into (III34) we obtain the identity 

2 Tr {Q(t)Ao(T)Q(t)Ao J 

= Tr {Q(t)Ao(T)Ao + Q(t)AoAo(T) J. (III35) 

Now (lIng) can be written with (III23, 34, 35) as 

Qll(t) = Tr {Q(t)Do J for 0 < t < T (III36) 

with 

15 _ [Ao, Ao(T)]+ • 
o - 2 Tr (AoAoCT)} 

(III37) 

Comparing this with the expectation value of Q in 
the ensemble SI with initial density matrix Do at 
t = 0, 

(III38) 

we see that our ensemble Sn behaves for 0 < t < T 
like an ensemble with the single-time boundary con­
dition specified by the effective density matrix 150 
from (III37) at t = O. 

IV. CONVERSION BETWEEN MA1'TER AND 
RADIATION IN A SIMPLE MODEL OF A II-COSMOS 

WITHOUT STAR CONDENSATION. 

A. Introduction 

The initial state of a I-cosmos has been discussed 
for example by Alpher, Follin, and Herman.6 These 
authors assume that at some time the cosmos 
was very hot, such as to contain a high concentration 
of thermally excited particle-antiparticle pairs. 
Due to the cosmos' expansion the temperature must 
have decreased rapidly such that very soon prac­
tically all particle-antiparticle pairs were annihi­
lated. In order to account for the presently existing 
matter in the cosmos the authors have to assume 
that the initial state contained a certain concentra­
tion of noncompensated baryons. 

The statistical treatment of the early cosmos seems 
comparatively easy since here all interesting reac­
tions (for example the formation of higher elements 
from protons and neutrons) involve only a small 
number of particles. Much more difficult is the 

statistical treatment of the later cosmos stages where 
the formation of galaxies and stars occurs. Thus 
its seems natural that we start our discussion of 
a II-cosmos by considering its early stage. 

There arises, however, the following difficulty: Due 
to the second boundary condition at t = T, the 
cosmos history at t ~ 0 depends on the cosmos 
history in the whole interval 0 < t < T. Therefore 
we can no longer study just the initial state without 
considering simultaneously the whole cosmos history. 

We hope that we will finally overcome this diffi­
culty by approximating the latet cosmos stages by 
more or less crude models. At present we will study 
only the (unrealistic) model of a II-cosmos without 
cooperative processes, i.e., we will assume that the 
expanding cosmos starts contracting before the for­
mation of galaxies and stars begins. In particular 
we shall study the initial state of this cosmos model. 

Let the cosmos in its initial state be filled with 
"hot vacuum", that is thermal radiation and ther­
mally excited particle-antiparticle pairs. Let, further­
more, this state be macroscopically specified by its 
internal energy HCO). Then the effective density 
matrices for the corresponding I-cosmos and II­
cosmos respectively are Do and [cf. (IIl14, 37)] 

15 - [Do. Do(T)]+ • (IVl) 
o - 2 Tr (DoDo(T)} 

The density matrix Do describes an ensemble where 
the cosmos is (with overwhelming probability) filled 
nearly homogeneously with radiation, thermal par­
ticle-antiparticle pairs and noncompensated baryons. 
Here practically all particle-antiparticle pairs re­
combine during the cosmos expansion. 

The density matrix Do, however, describes (in the 
model considered) an ensemble where each cosmos 
shows large-scale fluctuations of the baryon dis­
tribution such that, with high probability, one half 
of the cosmos contains more baryons and the other 
half more antibaryons. Now not all particles can 
annihilate during cosmos expansions because the two 
cosmos halves with excess baryons or antibaryons 
are spacially separated. 

In particular our model gives the right order of 
magnitude for the present density of baryons in our 
half of the cosmos. Whether this is just a coincidence 
or has deeper significance will have be decided after 
we can apply the double-time boundary conditions 
to more realistic cosmos models. 

B. The Cosmos Model: Approximations 

We consider a cosmos which contains light ('Y) 
and one type of baryon-antibaryon pair (N, ill). 
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We assume that there is only one reaction possible, 

N + N +-t 21'. 

and that the cross section for N-N annihilation is 
constant, 0"0 = 10-24 cm2

• In the following we will 
use for simplicity the "light-cosmos approximation", 
i.e., we approximate the world radius R(t) and the 
temperature fJ in our cosmos by the corresponding 
values in a light cosmos, in particular [cf. (I.14, 18)]: 

R(t) = Rmin(ltl + toy} 
to for It I « T. (IVlb) 

kfJ(t) = AWl + to)-l 

This approximation does not change the order of 
magnitude of the results. 

In order to show that the two-time boundary 
condition favours states with large-scale inhomoge­
neities we consider two halves Rand L of the cosmos 
separately. Let the R-half and the L-half be specified 
in such a way that the boundary surface between 
Rand L is as small as possible. Then the particles 
in L are far separated from the particles in R, except 
for the boundary region whose influence may be 
neglected for a large cosmos. 

The distinction of two cosmos halves may seem 
to be a very arbitrary procedure. In fact, we might 
imagine the cosmos divided into more than two 
regions which are spacially far separated. It seems, 
however, that this generalization will not change 
our main result concerning the density of the sur­
viving baryons in our part of the cosmos. Considering 
now the initial cosmos state we introduce the number 
Z of noncompensated baryons in the R-half of the 
cosmos. (Z = number of baryons minus number of 
antibaryons in R). 

In' order to describe the statistical fluctuations 
of Z among different cosmos copies we define Pr[Z] 
and Prr[Z] as the probability for finding a certain 
value of Z in the ensembles Sr and SIl, respectively. 
The function Pr[Z] can be easily calculated (Ap­
pendix I): 

(IV2) 

with 

2 = Vo (kfJo)3 
P 12 he . (IV3) 

(Here Vo and fJo are volume and temperature in 
the initial cosmos.) This confirms that the fluctua­
tions in a I-cosmos "practically never" give rise 
to an appreciable density of noncompensated par­
ticles in one half of the cosmos. 

The calculation of PII[Z] requires more effort. 
Let us start from the general formalism developed 
in Sec. III. Let us write Ao as 

(IV4) 

where Bz is the projector into the space of those 
microstates for which the total internal energy is 
Eo (±..:l!E) and for which the number of noncom­
pensated baryons in the R-half is Z. Then 

BzAo = AoBz = Bz . (IV5) 

Note that in a I-cosmos the probability for a given 
Z is proportional to the number of microstates 
realizing that Z-value, i.e., 

Pr[Z] = const·Tr {Bz ). (IV6) 

("const" means here and in the following a quantity 
which does not depend on Z.) From (IV5, 6) and 
(III36, 37) we get now 

PII[Z] = Tr {BzDo) = const·Tr (BzAo(T») (IV7) 

or 

t .p [Z] Tr IBzAo(T) I 
cons r Tr (Bz) (IV8) 

or 

PII[Z] = const Pr[Z]G(Ao = 1, T I Bz at 0). (IV9) 

Here G(Ao = 1, T I B z at 0) is the probability 
that Ao = 1 is measured at time T in a cosmos 
with initial (at t = 0) density matrix Bz/Tr Bz• 
This is the probability that a cosmos with Z non­
compensated baryons in one half has not changed 
its internal energy (±..:l!E) after one oscillation. 

C. Calculation of G(Ao = 1, T I Bz at 0) 

Consider an ensemble with density matrix 
BdTr {B z ) at t = O. Here the R-half and the 
L-half of the cosmos are both filled practically 
homogeneously with particles and radiation, but the 
R-half contains 2Z baryons more than the L-half. 
Since the two cosmos halves meet only on a boundary 
which is negligible for a large cosmos, the number 
Z remains practically constant in time. 

After one oscillation, at time T, the internal energy 
of the cosmos will generally have changed. Let 
peE, Z)dE be the probability that this energy change 
is E, within dE. Then clearly 

G(Ao = 1, T I Bz at 0) = const P(O, Z). (IVI0) 
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We will approximate peE, Z) by a normal dis­
tribution: 

1 {(E - It?} 
peE, Z) = (271'")10- exp 20-2 , 

(IVll) 

where E and 0-2 depend on Z. 
Next we make the serious assumption that the 

approximation (IVll) can be used at E = O. (A 
careful study of the error implied would be desirable.) 
This gives 

P(O, Z) = const 0-- 1 exp {-2~:}' (IVI2) 

and with (IV2, 9, 10) we obtain 

{
I (Z2 E2)} PII[ZJ = const 0-- 1 exp -2 / - 0-2 . 

Now we have to calculate E(Z) and 0-2(Z). 

D. Calculation of E(Z) and d2 (Z) 

We introduce the parameter 

(IVI3) 

(IVI4) 

where iJ is the cosmos temperature and iJo its value 
at t = O. 

Using the light-cosmos approximation, the cosmos 
volume can be written as [cf. (18, 17)] 

(IVI5) 

Next we need the density C(9) of thermally 
excited N - N pairs in thermal equilibrium at the 
temperature t'J. This is calculated in Appendix H, 
(AII31): 

c(e) = 871'"(~cr ~3 K(9), (IVI6) 

1'" (2 9 2)* 
K(9) = d'l] 1/ 1/ - • 

8 1 + e~ (IVI7) 

In particular we have 

K(e) = (!7I'")*e!e-e for 9» I. (IVI7a) 

Now consider a cosmos which has at t = 0 in the 
R-half Z (>0) noncompensated baryons. We want 
to compare here the density 2Z/V(9) of these 
baryons with the density of thermal pairs C(9). 
[The expression (IVI6) has to be changed slightly 
if noncompensated particles are present, but this 
change is here negligible.] 

Let us assume that at t = 0 the pair density is 
much higher than the density of noncompensated 
baryons. During expansion the number of pairs de­
creases; the number Z, however, remains practically 

constant. Thus at a certain value 9 = 9 z (during 
expansion), the density of thermal pairs becomes 
equal to the density of noncompensated baryons in 
the R-half: 

(IVI8) 

With (IVI4-16) this gives the following relationship 
between the original density 2Z/Vo of noncom­
pensated particles in each cosmos half and the value 
9 z of 9 at which the thermal density of pairs equals 
the density of noncompensated particles: 

(IVI9) 

In Appendix H we shall derive (under certain 
simplifying assumptions) the following expressions 
for E and 0-2 in terms of ez [see Eqs. (A.II29), 
(A.H38), Appendix II]: 

(IV20) 

(IV21) 

At this point we want to explain only qualitatively 
why E increases with increasing 9 z . 

The average increase E of the cosmos energy (for 
the ensemble 8 r) during one oscillation is due to 
the finite rate of the reaction N + N ~ 21'. During 
expansion, for example, the annihilation of the N-N 
pairs lags behind, i.e., there are more pairs present 
than in the case of an reversible (infinitely slow) 
expansion. And since particle pairs contribute less 
to the pressure p in the cosmos than light quanta 
of the corresponding energy, the pressure in the 
expanding cosmos is lower than it would be in the 
case of a reversible expansion. Thus, in particular, 
the pressure during expansion is lower than the 
pressure in the corresponding state during contrac­
tion. This implies that the cosmos' internal energy 
has increased after one oscillation. 

This energy increase stems mainly (as the calcula­
tion in Appendix II shows) from the region of low 
density (9 » I). Here each particle must travel 
very long before it can annihilate, i.e., the relaxa­
tion time is very long. Therefore, during expansion, 
the few existing particles lag very far behind the 
equilibrium situation, and so a large contribution 
to E can result from this region. 

The presence of uncompensated particles favors 
the annihilation of the minority particles. Therefore, 
with increasing number of uncompensated particles, 
i.e., with decreasing 9 z , the deviation from the 
equilibrium state decreases, and so does E. 
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E. The Most Probable Value of Z 

The most probable value of Z is given by the 
maximum of (IV13), which is essentially the min­
imum of 

With (IV21, 20, 3, 19) and (118, 19) we get 

t(9z ) = const {KC8 z )2 + ~8~2} 
with 

11"3 h (hK) , 
~ = 63.51 Muo -; . 

Choosing for example 

(IV22) 

(IV23) 

(IV24) 

the energy density of the matter (which is then 
present only in the form of noncompensated par­
ticles). 

We want now to calculate the time {, which can 
be used as a measure for the density of surviving 
baryons. The energy density of the noncompensated 
baryons in the R-half is for kfJ « Me2 [cf. (IV19, 
15, 17a)]: 

U· 2 2·Zm ,,, _ 2(2 )! M
4
e

5 
""J -e .... 

"'.I.e Vet) - 11" h383 \::1mOlte • (IV30) 

The energy density of the radiation is [cf. (IV14) 
and (117)] 

(IV31) 

M = 2.10-24 g, 

we obtain 

(IV25) Equating (IV30) and (IV31) we obtain for 8 

~ = 4.9.10-22
• (IV26) 

From (IV17) we see that K (8) decreases monoton­
ically. Therefore f(8 z ) has just one minimum, at 
a z = em • s • Furthermore one sees easily that 8 m..: » 1, 
since p. is so small. Therefore, to determine the 
minimum of f(8 z ) we may use the approximatioa 
(IV17a). This gives for 8 m." the condition 

(IV27) 

or with (IV26) 

(IV28) 

Inserting this value 8 z = 8 mOlt into (IV19), we obtain 
the most probable number Z = Zm,,, of noncom­
pensated particles in one cosmos half. 

F. The Density of Surviving Baryons in our Part 
of the Cosmos 

In the light cosmos approximation the relation 
between the time t and the parameter 8 is [cf. (IV14) 
and (118)] for It I » to 

(IV29) 

Then tmax (corresponding to 8 m,,,) is the time where 
the pair density in our part of the cosmos falls 
below the density of noncompensated baryons. 

We can assume that at this stage the energy 
density of the radiation is much higher than the 
energy density of the noncompensated baryons. 
Only at some later time t = { (corresponding to e, 
will the energy density of the radiation fall below 

(IV32) 

This gives with (IV24, 25, 27, 29) and (119) the 
result 

A 3 2( )! 0"0 £.:\-5/2 7 6 t = 1011" 211" Me3K ~mOlt = O. ·10 years. (IV33) 

G. Gamow [The Creation of the Universe (The Viking 
Press, New York, 1961)] estimates for {the value 
{oamow = 3· 108 years. This differs from our {by a 
factor 400, which means [cf. (114-18)] that our value 
for the density of noncompensated baryons in the 
early cosmos is by a factor 20 larger than Gamow's 
estimate. 

This "discrepancy" might not seem too bad in 
view of the fact that we used in our modal only 
one type of particles and assumed a fairly arbitrary 
value for 0"0' 

We must bear in mind, however, that the direct 
application of our results to the actual cosmos is 
not justified, because our model does not take into 
account cooperative processes like star formation, 
which might (in the ensemble 8u ) have a strong 
influence on the initial state. 

Therefore the discussion of a more refined model 
which could account for star condensation (at least 
in a crude way) would be desirable. 

APPENDIX I: DERIVATION OF EQ. (IV 2). 

Let us consider here a cosmos which is at t = 0 
in a state of thermal equilibrium (temperature ?Jo, 

volume Vo). We are interested in the fluctuations 
of the numbers of baryons and anti baryons in the 
cosmos halves Rand L. 

Let (M + M n) and (M + M L) be the numbers 



                                                                                                                                    

506 HELMUT SCHMIDT 

of baryons in Rand L respectively, and (M + M"R), 
(M + M" L) the corresponding numbers of anti­
baryons. Here M is the average value for all four 
numbers. Let us assume temporarily that Rand L 
can exchange energy and particles with some large 
reservoir of temperature {}o. 

Then, considering small deviations from equilib­
rium only, we may approximate the probability for 
a particular set of the above four numbers by a 
normal distribution: 

P[MR , ML , UR' U L ] 

= (27r~2/ exp {-2~2 (M~ + M~ + U~ + MD}. 
(A.H) 

To calculate p, consider the volume Vo/2 in a large 
heat bath of temperature {}o, with particle exchange. 

Let En and nn be the energy and occupation num­
ber of the baryon state n. (We consider the baryons 
as spin-! particles with mass M. Then the symbol 
n must characterize momentum and spin.) 

Now 

M = L: ii", 
n 

/ = L: (no - fin? 
n 

• e·n/k~. 

~ ii,,(! - ii,,) = ~ (1 + e'nlUo)2 

A short calculation gives 

with 

eo = Mc2/kt'Jo• 

For eo « 1 this gives 

(A.12a) 

(A.I3) 

(A. 14) 

We are interested now in the case where Vo con­
tains equal numbers of baryons and antibaryons. 
(Particle exchange between Rand L, but no particle 
exchange with the reservoir). This gives the re­
striction 

(A. 15) 

Here Eq. (A.II) gives still the correct relative 
probabilities for our system with restriction (A.I5). 

We introduce 

Z = MR - M"R = ML - M L, 

R = MR + ML = MR + U L , 

W = MR - U L = U R - M L • 

(A.I6) 

Now the probability for a particular configura­
tion Z, R, W becomes 

P[Z, R, W] = const exp { - 21/ (Z2 + R2 + W)}. 
(A. 17) 

This gives the probability of a particular Z-value 

Pr[Z] = (2:)i
p 

exp {-2~2 Z2}. (A. IS) 

This is the result stated in (IV2). 

APPENDIX II 

A. Cosmos without Relaxation 

We consider a cosmos of volume Vet) which is 
filled homogeneously with radiation and N-N pairs. 
The generalization to the case where two cosmos 
halves have different baryon concentrations will be 
4iscussed in (E). Let the baryons have mass M 
and spin! and let <To be the cross section for the 
annihilation reaction N + N -+ 2-y. 

Neglect for the moment relaxation effects (<To -+ 00 ). 

Then volume Vet), energy density u(t), temperature 
t'J(t) , and pressure pet) are well defined and can be 
calculated. 

We characterize the possible baryon states by the 
wave vector k, or by the number vector n, with 

27r 
k = Vet)! n, n = (nl' n2 , na) with integer n,. 

(A.III) 

The corresponding baryon energy is 

En = [MV + c2h2e]1. (A.II2) 

The occupation numbers nn (t) and mil (t) for N 
and N have the equilibrium average values 

(A.II3) 

The pressure contribution of a N or N with 
energy En is 

1 2M24 lIN ___ En - C 

n - 3V(t) Ell 
(A.II4a) 

The pressure of a light quantum with energy E is 

1 
II, = 3V(t) E. (A.II4b) 
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If the reaction 'Y + 'Y ~ N + N occurs, where 
En, Em are the energies of Nand N, then according 
to (A.1I4) the pressure is changed by 

(A.II5a) 

with 

(A.II5b) 

because particles furnish less pressure than light with 
the same energy. 

B. Increase E of Cosmos Energy after one 
Oscillation, with Relaxation 

Let us first "s~tch on" the relaxation only in 
the short time interval tl < t < tl + At, where 
At is long, however, compared with the relaxation 
time. 

We write the occupation numbers for the particle 
states in this time interval as 

nn(t) = iin(t) + Onn(t) 

mn(t) = iiin(t) + omn(t). 
(A.II6) 

The fluctuations are restricted by the particle 
conservation 

L: onn(t) = L: omn(t). (A.II7) 
n n 

For simplicity we will furthermore assume for the 
fluctuations 

onft(t) = 5mn (t) for all n. (A.IIS) 

This does not change the order of magnitude of 
the results. [We might as well neglect the restriction 
(A.1I7) and consider onn (t) and 5mn (t) as independ­
ent. This gives the same results, except for a factor 
! in the expression for (E - Etl 

The fluctuations (A. lIS) give rise to the pressure 
change (A.1I5b) 

Op(t) = 2 L:IIn Onn(t). (A.II9) 
n 

Due to this changed pressure, the gravitational 
field pumps in (t l , tl + At) the additional energy 
into the cosmos: 

1
',+.:1.1 

!lE = - Op(t) Vet) dt. 

" 
(A.IIlO) 

This additional energy will increase the light 
energy and the particle energy in the cosmos. We 
will assume for simplicity (light-cosmos approxima­
tion) that the added energy is transformed into 
light only. Then this additional light undergoes blue 

shift during cosmos contraction. Therefore, by add­
ing the energy AE at time t, the cosmos energy at 
the end of the oscillation is increased by 

(A.IIll) 

Here we can approximate Vet) in those regions 
where nearly all relaxation processes occur [cf. (Il4)l 
by 

Vet) = Vo(lt l t toy for t ~ 0, 
(A.III2) 

Due to the relaxation processes in the interval 
(tl' tl + At), the internal cosmos energy at the end 
of the cycle is increased by [cf. (A.IIlO-12)l 

!lE' = - [,+.:1.1 op(t) V(t)(lt l -:- tor dt for tl ~ 0 
t, 0 

(A. Il13) 

(corresponding expression for tl ~ T). 

The total energy increase of the world during one 
oscillation (with relaxation switched on all the time) 
is now, taking only the terms linear in oIl, 
E = E+ + E-

l
T12 

= dt L(t) L: IIn(t) (onn(t) - Onn(T - t)} 
o n 

(A.III4) 
with 

(A. Il15) 

C. Average Energy Increase E. 

The energy increase E is a random variable, de­
pending on the statistical fluctuations onn(t). We 
shall assume here that E has a normal distribution, 
i.e., that the probability to find E in some interval 
dE is given by P(E)dE, with 

I - 2 2 
peE) = (211iu exp (-(E - E) /2u }. 

In order to calculate 13 let us introduce 

nn(t) = average occupation number 
for the baryon state n; 

Cin(t) = Tn(t)-l = probability for an­
nihilation of a baryon; out of 
the state n, per second 

f3n (t) = probability for creation of a 
baryon into n, per second. 

(A.III6) 

(A.II17a) 
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Then we have 

(d/dt)nn(t) = -an(t)nn(t) + ,sn(t) {I - nn(t) I. 
(A.1Il7b) 

N ext we consider for comparison an infinitely slowly 
expanding cosmos, without relaxation. We can write 
here [cf. (A.Il12)] the volume as 

Vel) = Vo[(l + to)/to]! for positive 1 ~ 0, (A. Il18) 

where now 1 is not the time, but some slowly with 
t increasing parameter. For the cosmos temperature 
J we have here [cf. (1l8)] 

k;j(1) = AU + torl. (A. Il18a) 

Writing the average occupation number, lifetime, 
and the transition probabilities in this case fin(t), 
fn(l), an(l), Su(l) [note that fiD(t) is the average 
value in a cosmos without relaxation, or in a in­
finitely slowly expanding cosmos, while nn (t) refers 
to the actual cosmos], we have (in thermal equilib­
rium) 

Bn(l)/[an(l) + Sn(l)] = fin(t) = (1 + e'n/k3rl. 
(A.1Il9) 

Now we assume that the transition rates in the 
actual cosmos can be approximated by the equilib­
rium transition rates, i.e., 

Tn (t) = Tn ( t) . 
(A. Il20) 

Next we solve (A.Il17b) by writing 

nn(t) = fin(t) + 5nn(t) (A.1120a) 

and neglecting the time derivative of the last term, 

(d/dt)5nn(t) = O. (A.Il20b) 

With fJ(t) ~ J(t) and (A.II17a-20b) we obtain then 

(A.Il21) 

Furthermore (A.Ill-3, 12) and (1l8) give 

!!..-(t) __ M
2

c
4

(t+t)-l.l-(){1 -()l dt nn - 2A 0 En nn t - nn t . 

(A.II22) 

From (A.Il14) we obtain (E+ and E- give the 
same contribution) 

i
T/2 

E = 2 dt L(t) L: TIn(t) 5nn (t). 
o n 

(A. Il23) 

With (A.Il15, 5b, 21, 22) this gives the result 

- (Mc2
)4iTI2 dt 1 _ _ 2 

E = --xtr ~+ t L: fn(t) -"2 nn(t)[l - nn(t)] . 
o 0 0 11. En 

(A. 1124) 

D. Fluctuations 

Equation (A.Il14) gives 

i
TI2 

E+ - ]jj+ = dt L(t) L: TIn(t) {nn(t) - nn(t) I 
o n (A. Il25) 

and 
TI2 

(E+ - E+)2 = II dt dt' L(t) L(t') 

X L: TIn(t)TIm(t') {nn(t) - nn(t) I {nm(t') - nm(t')}. 
n.m (A. Il26) 

To calculate the correlation in (A.II26) we can 
neglect the cosmos expansion, i.e., we can assume 
thermal equilibrium. Here one easily finds 

{nn(t) - fin(t) I {nm(t') - fim(t') I 
= 5n.mfin(t)[1 - fin(t)] exp {-It - t'l (an + ,sn)}. 

(A.Il27) 

Using this correlation in (II.A26) we obtain with 
(A.11l7a, 19) 

With (A.II5b, 14, 15) and the statistical inde­
pendence of E+ and E- this gives 

2 4(Mc2
)4i

TI2 dt 1 _ 
(E - bj = t -t + t L: Tn -"2 nn(t) 

o 0 0 n En 

X [1 - fin(t)]2. (A. Il28) 

Comparison of (A.Il24) and (A.II28) gives with 
(1l8) 

(E - E)2/E = 4kfJo• (A.lI29) 

E. The Explicit Expression for E 

We have assumed so far that the cosmos is filled 
homogeneously with N - N pairs and radiation. 
In this case we can approximate the lifetime of a 
particle in state n by 

Tn = [O"oG(t)Vnrl, (A.lI30) 

where G(t) is the density of thermal N-N pairs, 
Vn is the velocity of a particle in state n, and 0"0 

is the annihilation cross section which we assume to 
be velocity-independent. 

Here the density of thermal pairs, 

G(t) = V(t)-l L: fin(t) , 
n 

can be written with (A.1I12, 1-3) as 

G(t) = 811"(Mc)3 -\ /.'" df/ f/(f/2 - 8
2

)1 
h 8 e 1 + e~ (A.lI3l) 
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where we have introduced 

'I} = En/ktJ, 

Furthermore 

(A.II32) 

V;;-l = 'I}[C('I}2 - El2)trl. (A.II33) 

Now (A.II24) becomes with (A.H3, 30-33) 

E - (ktJo)2 2Vo 16
' dEl El4 J(El) 

- Mc2 tocO' 6. K(El) , 

where 

1'" e2~ 

J(El) = 6 d'l} (1 + e~)3 

1'" (2 El2)t 
KeEl) = d'l} 'I} 'I} - • 

6 1 + e~ 
Note that for El » 1 

J(El) ~ e- 6
, K(El) ~ (!·1I}Elk 6

• 

(A.II34) 

(A.II35) 

(A.II36) 

(A.II37) 

The upper limit El' in the integral in eA.II34) is 
(in the cosmos without noncompensated particles) 
the El-value at maximal cosmos extension. From 
(A.II37) we see that the integral diverges forEl' ~ (Xl, 

i.e., the cosmos stages with very large El-values con­
tribute considerably to E. 

Next we want to generalize the previous calcula-

tions to the case where one half-cosmos contains 
excess baryons and the other half excess antibaryons. 
In order to calculate E (and 0') here, we may con­
sider each half-cosmos separately. 

Let Elz be that El-value for which, in the cosmos 
half considered, the density of pairs equals the 
density of excess baryons. Then the previous cal­
culations apply to the region with El « Elz, since 
here the concentration of the excess baryons is 
relatively small. 

In the region El » Elz, however, the noncom­
pensated particles drastically reduce the density of 
thermal pairs. Here the lifetime of an antibaryon 
is limited by these noncompensated particles. 

Now the region El » Elz gives practically no 
contribution to E. Therefore we can take the in­
fluence of the noncompensated particles into account 
summarily (in good approximation) by choosing in 
(A.II34) the value El' = Elz as upper limit for the 
integral. 

We can assume that Elz » 1. Then the main 
contribution to the integral in (A.II34) comes from 
the region with El » 1, and we can use the approxima­
tions (A.H37) for calculating the integral. This gives 

(A.II3S) 
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The anal;vtic continw:-tions t? imaginary time of the 0reen's functions of local quantum field theory 
define Euclidean Green s functIOns. Use of the proper-tIme method allows to represent these functions 
as multiple Wiener integrals of functionals that obey infinite systems of coupled integral equations 
which are similar to, and for the particular model of a complex scalar field in quadrilinear self-inter­
action considered here a limiting case of, systems studied in quantum statistical mechanics by Ginibre. 
~ a consequence, the Euc1~dean 0reen'~ fun.ctions can for this model be obtained by a limiting process, 
WIth temperature and densIty gomg to InfinIty, from the reduced density matrices of a nonrelativistic 
Bose gas: R~du~ed functionals are d~fined and their equations determined as a prepartory step~to 
renormalization ill the super-renormahzable cases of two and three dimensions. 

INTRODUCTION 

I T is well known l that quantum field theory in 
Minkowski space (MQFT), if a Lagrangian is 

given, can be cast in the form of an infinite system 
of coupled integral equations2 for the infinite set of 
Green's functions. These systems of equations have 
so far been of little help except for studying certain 
formal properties of Green's functions (e.g., prop­
erties under gauge transformations in quantum elec­
trodynamics3 or how to define a Bethe-Salpeter 
kernel without recourse to perturbation theory1.4.5). 
The main obstacle to a nonformal use of those sys­
tems is our inaptitude to formulate properly the 
boundary conditions on such systems to make them 
mathematically meaningful. Prescriptions on how 
to break such systems off have been given at times 
but seem so far lacking in convincing justification 
as well as success. 

One feature of those equations is the already poor 
formulation of each single equation. For example, in 
their momentum-space form, one encounters even 
under the most favorable of circumstances only 
conditionally convergent integrals, while in coordi­
nate space they involve products of distributions. 
Dyson6 has shown that this difficulty is overcome in 

* The research reported in this paper was supported by 
the Ford Foundation. 

1 J. Schwinger, Proc. Nat!. Acad. Sci. U. S. 37, 452, 455 
(1951). 

2 We are not concerned here with the systems of equations 
that use no Lagrangian but intermediate-state insertions and 
the asymptotic condition, e.g., H. Lehmann, K. Symanzik, 
and W. Zimmermann, Nuovo Cimento 1,205 (1955). 

3 N. N. Bogoliubov and D. Shirkov, Introduction to the 
Theory oj Quantized Fields (Interscience Publishers, Inc., 
New York, 1959), Sec. 40; B. Zumino, J. Math. Phys. 1, 
1 (1960). 

4 H. Umezawa and A. Visconti, Nuovo Cimento 1, 1079 
(1955). 

6 K. Symanzik, in Lectures on High Energy Physics, edited 
by B. Jaksic (Federal Nuclear Energy Commission of Yugo­
slavia, Zagreb, 1961), pp. 485-517. 

6 F. J. Dyson, Phys. Rev. 75, 1736 (1949), cf. also N. 
Nakanishi, Progr. Theoret. Phys. (Kyoto) 17,401 (1958). 

perturbation theory by a rotation of the paths of in­
tegration. More generally, one may use simultaneous 
analytic continuation7 of all functions in the equa­
tions and define the original functions by the bound­
ary values of their continuations. Continuing to 
imaginary times respectively energies yields the 
Euclidean Green's functions studied in their own 
right by Schwinger8 and Nakano. 9 These functions 
can be defined even without reference to a Lagrang­
ian and may be associated with a Euclidean quantum 
field theory (EQFT) whose characteristic symmetry 
group is not the Lorentz group but the orthogonal 
group in four dimensions. 

EQFT is of no particular interest in an axiomatic 
framework,10 since the axioms are formulated di­
rectly in MQFT terms and all of EQFT is secondary. 
If, however, a Lagrangian is given, the situation 
is quite different. Then the investigation of the 
resulting particular system of integral equations for 
EQFT Green's functions becomes useful since the 
existence of a solution is a necessary condition for a 
corresponding MQFT to exist, provided one sup­
poses the MQFT to possess a lowest energy state 
as is done generally, and may be easierll to prove or 
disprove. 

Compared to MQFT Green's functions systems, 
the ones for EQFT functions have the following 
advantages: (1) The EQFT functions are singular 

•• 7 F. J. Dyson, Phys. Rev. 83, 608 (1951); G. C. Wick 
tbzd. 96, 1124 (1954). ' 

8 J. Schwinger, Proc. Nat!. Acad. Sci. U. S. 44, 956 (1958); 
Phys. Rev. 115, 721 (1959). 

9 T. Nakano, Progr. Theoret. Phys. (Kyoto) 21 241 
(1959). ' 

10 A. S. Wightman, Phys. Rev. 101,860 (1956); R. Haag, 
B. Schroer, J. Math. Phys. 3, 248 (1962). 

11 K. SYIl?-anzik, in Analysis in Function Space, edited by 
W. T. Martm and I. Segal (M~T Press, Cambridge, Massa­
chusetts, 1964), p. 197; A modified model of Euclidean Quan­
tum.Field Theory, IMM-NYU 327 (CIMS, New York Uni­
verSIty, New York, June 1964). 
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only at coinciding arguments and do not have the 
light-cone singularities which are part of the origin 
of the ambiguities mentioned before. (2) Elliptic 
systems are more easily handled than hyperbolic 
systems. This expresses itself in the fact that for 
the analysis of EQFT relatively efficient mathe­
matical tools are available, and this is the point of 
this series of papers. (3) There is an interesting and 
suggestive direct relation between EQFT and non­
relativistic quantum equilibrium statistical mech­
anics, which has no counterpart in MQFT. (4) The 
EQFT metric is always positive-definite even if 
the MQFT metric, as in manifestly covariant quan­
tum electrodynamics, is not. 

Ultraviolet difficulties are the same in EQFT as 
in MQFT, but in the first case manifest themselves 
in terms of divergent, instead of meaningless, in­
tegrals. Renormalization of the coupled system of 
integral equations may be performed either with 
the help of limiting processes12 or by renouncing 
manifest locality.13.5 Both these ways are not suit­
able for our present purpose. We shall first construct 
a formal solution of the coupled system of EQFT 
integral equations and will invoke an ad hoc regu­
larization of this solution wherever this seems to be 
illuminating. Our procedure is to derive from this 
formal solution new integral equations which are 
renormalized by eliminating the renormalization con­
stants and which are the basis for a constructive 
existence proof for a nonformal solution. 

EQFT and MQFT are on a comparable level 
as far as phenomena like spontaneous symmetry 
breakdown and vacuum degeneracy are concerned: 
about these one learns as much from EQFT as 
from MQFT Green's functions, although the ques­
tion whether, e.g., a symmetry breakdown holds for 
the S matrix also is directly answerable only on the 
basis of MQFT functions. 

EQFT is clearly in a great disadvantage with 
respect to questions about observables, e.g., if there 
exists a particle interpretation and asymptotic com­
pleteness holds, what the scattering amplitudes are, 
etc. However, as Lagrangian MQFT has resisted 
so far any attempt to extract from it such informa­
tion (except in terms of most untrustworthy14 per­
turbation expansions, or for models with scattering 
amplitudes identically zero) the indirect EQFT ap­
proach can be defended. 

12 J. Valatin, Proc. Roy. Soc. (London) A225, 534 (1954); 
H. Rollnik, B. Stech, and E. Nunnemann, Z. Physik 159, 
482 (1960); K. Wilson) Phys. Rev. (to be published), W. 
Zimmermann (to be pUblished). 

13 J. Schwinger, Theory of coupled fields, Harvard Univer­
sity, 1954 (unpublished). 

14 E.g., A. Jaffe, Commun. Math. Phys. 1, 127 (1965). 

In Sec. 1 we show in a general way how EQFT 
Green's functions are related to MQFT functions, 
and thereby derive some of their expected properties. 
This connection is, however, not needed for a study 
of EQFT itself. 

In Sec. 2 we derive the starting equations for the 
model of a scalar complex field with quadrilinear 
self-coupling and review at this example an operator 
formulation of EQFT given elsewhere. ll 

In Sec. 3 we solve the equations formally, in­
troduce an auxiliary intermediary field, and thereby 
obtain a form of solution which, if expanded, gives 
an expansion in increasing numbers of closed loops. 

In Sec. 4 we obtain analogs of the Kirkwood-Sals­
burg and Mayer-Montroll integral equationsl5

•
16 

for distribution functions in classical statistical me­
chanics. The equations obtained closely resemble, 
and are for the model treated in this pa.per a limiting 
case of, equations used in nonrelativistic quantum 
statistical mechanics by Ginibre.17 This is discussed 
in detail in Appendix A while in Sec. 4 itself the 
analogy to classical statistical mechanics is shown 
and exploited. Appendices Band C illustrate our 
equations and their properties in the lowest-dimen­
sional cases of zero and one dimension, respectively, 
where no renormalization is needed. 

In Sec. 5 we introduce, as preparatory to renor­
malization, reduced functionals, whereby in the 
super-renormalizable cases of two and three dimen­
sions all terms that need be renormalized are col­
lected in one simple equation. The renormalization 
of this equation by adaption and extension of a 
method due to Nelson 18 will be presented in the next 
paper of this series, together with the closely related 
treatment of derivative couplings as occur in scalar 
and two-component spinor quantum electrody­
namics. 

1. AXIOMATIC FORMULATION OF EQFT 

For this chapter, we adopt the axiomatic approach 
to relativistic quantum field theory developed by 
Wightman.19 We consider the theory of one Hermit­
ian scalar field A (x) only. 

Due to the stability of the vacuum (denoted by 
15 T. L. Hill, Statistical Mechanics (McGraw-Hill Book 

Company, Inc., New York, 1956). 
16 J. L. Lebowitz and J. K. Percus, J. Math. Phys. 4, 1495 

(1963). 
17 J. Ginibre, J. Math. Phys. 6, 238, 252, 1432 (1965). 

The author is indebted to Dr. Ginibre for preprints of his 
interesting work. 

18 E. Nelson, in Analysis in Function Space, edited by 
W. T. Martin and I. Segal (MIT Press, Cambridge, Massa­
chusetts, 1964), p. 87. 

19 Reference 10 and: R. F. Streater and A. S. Wightman, 
peT, Spin and Statistics, and All That (W. A. Benjamin, Inc., 
New York, 1964). 
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< and », the spectrum condition, and their assumed 
temperedness as distributions, the vacuum expecta­
tion values 

( 0123) 
Xi = Xi, Xi, Xi, Xi 

of products of field operators are, as functions of 
~i = Xi-l - xi(i = 1 ... n), boundary values of 
analytic functions W .. W·», (~) = (~1 ... ~ .. ), with 
analyticity domain the tube 

R .. = {W : 1m ~ i E V+, Vi}, 

i.e., 1m ~~ > 0, (1m ~i)2 > 0, with gp, = - ~p.( _1)a.,. 
Due to relativistic invariance, W .. «~» is analytic 
and single-valued in the extended tube 

where A+(C) is a proper homogeneous complex 
Lorentz transformation: 

Due to local commutativity, W .. «~» is analytic 
and • single valued in the permuted extended tube 

R~' = V PR~ 
all P 

with 

PR~ = {W : W = (Pt'), (n E R~} 

where P E S"+1 is a permutation 

P : (0, 1 ... n) -+ (P(O)P(I) ... Pen»~, 

and if ti = Zi-l - Zi, then Pti = ZP(i-l) - ZP(i). 

In R~', W .. «Pt» = W .. «t» due to our use of one 
field only. The Schwinger points 

(t 8) : Re t~ = 0, 

lie in the interior of R~' if ~'I+' + ... + ~ .• ~ ° 
for all 1 :::; i + 1 :::; k :::; n. We may write 

and introduce the Schwinger functionsS 

W .. «~.» == S(XOXI ... x .. ). 

These Euclidean Green's functions are symmetric 
functions of (n + 1) 4-vector arguments, invariant 
under the proper inhomogeneous orthogonal group 
in four dimensions (here called the Euclidean group), 
and real-analytic except at points of coincidence 
of some arguments. (Their analytic continuations 
are invariant under the complex Euclidean group 
and are the original Wightman functions in different 
notation). They satisfy 

S(Xo ... x .. ) = S(x~ ... x~* = S(x~ ... x:)* 

= S( -Xo ... -x .. ) (1.1) 

where 

and are, therefore, real if the theory is invariant 
under time reversal or space reflection. 

The Green's functions 

F(xo ... x .. ) == (T A (xo) ... A (x .. », 
where T is the symbol for operator ordering with 
increasing times from right to left, are for non­
coindicing arguments symmetric tempered Lorentz­
invariant distributions. Assuming that these func­
tions can be extended!O to such distributions for 
all arguments, Ruelle!1 has shown that the Fourier 
transforms 

F(PI ... p,,) = J dXl ... dx,. ei E Z'P' F(OXI .•. x .. ) 

are boundary values of analytic functions!2 which 
are invariant under the proper homogeneous Lorentz 
group. The Schwinger points (P.) : 1m p!.2.3 = 0, 
Re p~ = 0, p~ = -ip!, Vi lie inside the analyticity 
domain except for points where a nonempty partial 
sum of the vectors P' I vanishes. We shall write 

t'F«P.» == S(POPI ... P .. ), Po = -PI - ... - p ... 

Then 

(2-71-)' SCpo ... P .. ) ~(Po + ... + P .. ) 

= J dxo ... dx" e- i E ZiP' S(xo ..• X,,), 

where XiPi = x!p! + ... + x!p!. If truncated Wight-
man functions24 W T and truncated Green's func­
tions!1 FT are introduced, the functions FT have 
no singularities at Schwinger points. Therefore, the 
functions ST(pO ... p,,) = FT«p.» are symmetric 
real-analytic functions, invariant under the homo­
geneous proper orthogonal group, and satisfy 

ST(pO ... Pn) = ST(P~ ... p~)* = ST(p~ ..• P:)* 

= ST( -Po··· -P .. ) , (1.2) 

with definitions analogous to those in (1). They 
possess analytic continuations into the tube 

20 See Ref. 21 for a precise statement of the assumption. 
21 D. Ruelle, thesis, Bruxelles (1959); Nuovo Cimento 19, 

356 (1961). 
22 For descriptions of the domain of analyticity, see Refs. 

21 and 23. 
23 H. Araki, J. Math. Phys. 2, 163 (1961). 
24 R. Haag, Phys. Rev. 112, 668 (1958). 



                                                                                                                                    

EUCLIDEAN QUANTUM FIELD THEORY.!. 513 

(1m p) E D'" == n D";, with 
aliI 

where I is a proper subset of {O, 1 .•. n I and m > 0 
is the lower bound of the mass spectrum (except for 
the vacuum) of the theory. It follows that, provided 

min (x. - X.)2 > E> 0 .. ,- , 
t~i 

where 

(a) ED"', 

(1.3) 

(1.3) shows the exponential decrease of ST (xo ... x .. ) 
for increasing distance between its arguments. 

Having established the existence of Euclidean 
Green's functions in every theory that satisfies 
Wightman's postulates, we will further on proceed 
more heuristically, which seems justified as no physi­
cally nontrivial example of a Wightman theory is 
known. Our goal is, in fact, to construct models for 
which the axiomatic assumptions can be verified 
and on this basis perhaps be sharpened. 

2. A SCALAR MODEL 

We consider the theory of one non-Hermitian 
scalar field in d space-time dimensions corresponding 
to the Lagrangian density 

L = a~Bt a~ - m2BtB - !g(BtB)2 + aBtB. (2.1) 

Here Ii = c = 1, m is a finite mass that need not 
be the mass of a particle, g the positive coupling 
constant, and 

(2.2) 

where Go(O) a (for d ~ 2, infinite2S
) constant ob­

tained from (2.6), and om2 another (for d ~ 3, 
negative-infinite) constant determined in our next 
paper. The nonvanishing canonical commutators 
derived from (1) are 

(B(x, x~, Rt(x', Xo)] = [Bt(x, XO), R(x', XO)] 

= i o(x - x'). 
(2.3) 

We denote the Euclidean Green's functions de­
rived from 

2& At this point we shall not discuss possibilities to formu­
late the theory less objectionably. See Introduction and Sec. 4. 

as described in Sec. 1 by S(Xl •.. x"" Yl ... Yn), and 
their generating functionae6 by 

S[J, J] 

f (m! n!)-l J ... J dx l ••• dx ... dYl ..• dy" 
m-n-O 

x J(x l ) ••• J(X .. )J(Yl) ••• J(y,,) 

X S(xl ••• x"" Yl •.• Y .. ), (2.4) 

where J(x) and J(x) are independent functions with 
algebraic meaning only. One can showll that27 

S[J, J] = < T~ exp i:'" d., 

X J dx[J(x, T)B(x, .,) + B \x, .,)J(x, .,)] >, (2.5) 

where 

B(x, .,) = eH~B(x, O)e-H~, 

Bt(x, T) = eH~B\x, O)e-H~ ¢ [B(x, .,)]\ 

and T ~ means ordering with increasing ., from right 
to left. (Note that the orthogonal invariance of the 
left-hand side of (2.5) is not manifest on the right.) 

Field equations and canonical commutation rela­
tions to (1) give differential equations for the Green's 
functions, and analytic continuation results in the 
functional differential equations (we suppress the 
common argument x) 

(-A + m2)[0/(0J)]S 

+ g[OS/(OJ2 o1)]S - a[o/OJ]S = J s, 
(-A + m2)[0/(01)]S 

+ g[os/(OJ oJ2)]S - a[%J]S = J S, 

(2.6a) 

(2.6b) 

where A is the Laplacian in d dimensions. Integrating 
(6) with the elliptic Green's function28 

Go(x - y) = (211")-d J dk e,bW + m2)-l (2.7) 

(here and in the following we use the scalar product 

26 If the formal invariance of (2.1) under gauge transforma­
tion of the first kind is not violated by the vacuum, Green's 
functions with m ~ n are zero. No assumption to this effect 
is needed in this section. 

27 In this and other formulas that do not make reference to 
(2.1) or to canonical commutation relations, the field operators 
should be the renormalized ones whenever the amplitude 
renormalization is not finite; then the formulas remain valid 
also for d = 4. 

18 Integration with the Green's function that satisfies 
periodic boundary conditions in one coordinate would lead 
to finite-temperature Green's functions; see, e.g., A. A. 
Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinski, Methods 
of Quantum Field Theory in Statistical Physics (Prentice­
Hall, Inc., Englewood Cliffs, New Jersey, 1963). 
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kx = :E:-l kaxa) gives vanishing boundary terms 
according to (1.3). 

Interpreting J and J realistically as numerically­
valued functions conjugate complex to each other, 
we may introduce the Hermitian operator 

H. = H - J dx[J(x, T)B(x, 0) + B\x, O)J(x, T)] 

where H is the canonical Hamiltonian to (1), ad­
justed such that H ) = 0, or, more generally, the 
time-displacement operator. Then 

S[J, J] 

= < exp (2-t J dx[J(ql + iq2) + J(ql - iq2)])) 

(2.11) 

as the generating functional of the equal-time 
ground-state expectation values of operator prod­
ucts. We have the momentum operators (a = 
1 ... d) 

P a = J dx Pi(X) daqi(X) = - f dx qi(X) daPi(X) 

S[J, J] = < T. exp [ - £:<0 H. dT J) 
and 

(2.8) and (at least formally) the charge operator 

Q = J dX[ql(X)P2(X) - Q2(X)PI(X)] 

where Eo(J.) is the ground-state energy to H •. 
Using arguments based on functional integration, 

it can be shownl1 that (provided certain limiting 
processes are reasonably behaved as they are in 
renormalized perturbation theory) for two sets J i 

and J~ of k complex functions and k complex con­
stants Ci 

k 

:E CiCjS[Ji + J;, J j + In ~ O. (2.9) 
i. i-1 

This property29 allows30 to give an operator formula­
tion of EQFT, which for the present model takes 
the form: choose two pairs of canonically conjugate 
Hermitian field operators in d dimensions (i = 1, 2) 
Qi(X), Pi(X) such that 

[qi(X), Q;(x')] = [Pi(X) , pj(x')] = 0, 

[qi(X) , pj(x')] = i 8ij 8(x - x'), 

and (with summation convention) the Hamiltonian 

1 f t H = 2" dx Ci(X)Ci(x) (2.10) 

where 

C, = Pi - 1 i( -A + m2)qi - t igqjqjQi + 1 iaqi. 

Then, with > the state of lowest energy [which 
satisfies Ci(x) > =0], we have 

29 By special choices of the C i and J i one can derive from 
(2.9) inequalities that resemble the positive-definiteness con­
ditions for Wightman functions. 19 However, there is no simple 
interrelation since the present inequalities do not require 
the MQFT metric to be positive-definite. Because of their 
generality, they might hold even in axiomatically introduced 
EQFT but we have no proof of this. 

30 M. A. Neumark, Normie:rte Algebren (VEB Deutscher 
Verlag der Wissenschaften, Berlin, 1959). 

with the properties 

[P a, qi(X)] 

[Q, QI,2(X)] 

[Q, H] 

[P a,Pi(X)] = -idaPi(X), 

±iq2,I(X) , [Q, Pl.2(X)] = ±ip2.1(X) , 

[Q, P a] = [H, P a] = [P a, Pp] = 0, 

and the usual (Euclidean) invariance properties of 
the ground state. 

This Hamiltonian theory31 is of the general type 
studied by Araki,32 and the cluster property (1.3) 
(extended to two fields) finds here its natural place.3a 

Due to absence of Lorentz invariance, locality holds 
only "nonrelativistically". This theory is subjected 
to Haag's theorem34 even for d = 1, when the cor­
responding "MQFT" describes only the anharmonic 
oscillator and thus is physically trivial. We discuss 
this theory in Appendix C. 

3. FORMAL SOLUTION AND LOOP EXPANSION 

Equation (2.6), integrated with (2.7), is formally 
solved by35 

S[J, J] = C exp (-lg[84j(U)2(8J)2] + a[82jU8J]) 

X exp ([JGoJ]) (3.1) 

where we suppress the obvious integrations over 
d-dimensional space in the square-bracketed terms. 

31 The original canonical commutation relations (2.3) find 
their expression only in the discontinuities of (space) deriva­
tives of the Euclidean Green's functions for coinciding argu­
ments; see Ref. 11. 

32 H. Araki, J. Math Phys. 1, 492 (1960). 
33 H. Araki, Ann. Phys. (N. Y.) 11,260 (1960). 
34 R. Haag, Kgl. Danske Videnskab. Selskab, Mat. Fys. 

Medd. 29, No. 12 (1955). See also: R. F. Streater and A. S. 
Wightman, Ref. 19. 

35 This form will be seen to exclude Green's functions that 
do not obey gauge invariance of the first kind. To admit the 
nonvanishing of those, one would in (3.1) have to introduce 
the fictitious symmetry-violating ter1llS used by Bogoliubov 
(Rochester Conference, 1960). We will not pursue this pos­
sibility here. See also the discussion of symmetry-breaking 
in Sec. 4. 
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C has to be chosen such that S [0, 0] = 1. We now 
use 

exp (_!g[c52/81Y2
]) exp ([NJ) 111--0 = exp (-[!tD 

(3.2) 

to write (1) as 

S[J, J] = C exp (-!g[c52/c5lf'J) 

X exp ([(If + ex) c52/(c5J c5J)J) exp ([JGoJ]) 111--0 

which can be evaluated36 to be 

S[J, J] = C exp (-!g[c52/c5lf2J) 

X exp ([J(G;;-1 - ex - lffl J] 

- Tr In (1 - (ex + If)Go)) 111--0. (3.3) 

In order to be able to use (2) again, we introduce 
the representations 

Ii'" A-I = 2 0 ds exp (-!sA) (3.4a) 

and 

In A - In B = 10'" S-1 ds 

U(X, y, +0) = c5(x - y) (3.5b) 

is the Wiener integral38 

U(x, y, t) = J P!.(dw) exp [ - {dTV(X(T), T)J, 

(3.6) 

where P!II(dw) is the conditional Wiener measure 
on continuous paths X(T) starting at T = 0 at y, 
ending at T = t at x, and parametrized by w. 

(3.7) 

is the fundamental solution of the heat equation 
in d-dimensional space.39 

Expanding (3) and using (4), (6), and (2) we find 
S(XI ••. Xm, Yl ••• Yn) = 0 unless m = n, and 

S(XI ••• Xn, Yl ••• Yn) 

where 

= L S(X I YJHll, ••• , XnYrr(n»' 
nES. 

(3.8a) 

S(XIYl, ••• ,x,.Y,.) = 2-" 10'" ... 10'" dS l •.. ds,. 

X [exp (-!Bs) - exp (-!As)], (3.4b) X exp (-!m2(sl + ... + sn» 

where the parameter s is called "proper time". 37 

The solution that vanishes in infinity of the parabolic 
differential equation 

(iJ/iJt)U(X, y, t) = [! A - V(x, t)]U(x, y, t); (3.5a) 

and by further expansion 

X J ... f P::II .(dwl) ... P;:II'(dw,.) 

X n(wl ... W,.) 
with 

n(wl ... wn) = Cf t (l!)-1 iI (1'" f;1 dt; exp (-!m2 t; + !ext;) f dz; J P!:.Mw;») 
1-0 ,-I 0 

( g ,. 1"1" X exp !ex(Sl + ... + s,,) - 8- L du, du~ c5{x,(ui) - xi(uDl 
<-I 0 0 

36 See, e.g., K. Yamazaki, Progr. Theoret. Phys. (Kyoto) 7, 449 (1952). 
37 V. Fock, Phys. Z. Sowjetunion 12, 404 (1937). 
38 See, e.g., Ref. 17 and further literature cited there. 

(3.8b) 

(3.9b) 

39 The Wiener process periodic in one coordinate (see Ref. 28) seems not to have been considered so far. 
Note added in proof. E. Nelson has pointed out to the author that this is conditional Brownian motion on a torus. 
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The sum in (3.8a) goes over the n! permutations of 
n elements, and C' differs from C by a factor and 
must be such that n(cf» = 1. We shall refer to the 
sum in (3.9b) as the loop expansion (LE) and, 
combining in the last exponent the first two terms, 
abbreviate that exponent as 

L: (-! Vii - Vii' - ! Vii - Vii' - Vii)' 

The interpretation of (3.8) with (3.9b) in terms of 

case. In contrast, if, e.g., a Lagrangian density for 
two scalar fields in trilinear interaction 

L = oPBt opB + ! oP A opA - M2BtB 

- !m2A2 - gABtB + aBtB + !,8A~ + 'YA (3.12) 

is chosen, for the Green's functions that do not 
contain the A field, similar formulas as before are 
obtained, with the replacements 

n open arcs and l closed loops, which are contact- --8g 1'1' du du' o{x(u) - x(u')} 
connected in themselves and with each other in all 
possible ways (if also the last exponential is ex­
panded), is the same as given in quantum electrody­
namics (QED) by Feynman.40 While in the latter 
case the intermediary field is the electromagnetic 
one, here it is the field y; that mediated contact in­
teractions only and permitted us to obtain the 
combinatorics of QED, which is simpler than that 
of the quadrilinear case. 

The principal difference between (3.9b) and the 
expressions used by Feynman is that (3.9) contains 
the perfectly well-defined Wiener integral and thus 
allows a rigorous discussion, while the "integrals" 
used instead in QED or, as we could attempt here, in 
scalar MQFT [by letting in (3.8) and (3.9) Xci -t 

ixo, s -t is, t -t it etc.] are not integrals. Rather, 
they would be symbols associated with an exponen­
tial representation of the solution of the differential 
equation (.:l being here the Laplacian in d - 1 
dimensions) 

(ojot)U(x, y, t) = i[!.:l - to!. - Vex, t)]U(x, y, t), 

with U(x, y, 0) = o(x - y), where for V == 0 

U(x, y, t) = i(21ritf1
d 

X exp {i(2tfl[(X - y)2 - (XO - yO)2]). (3.10) 

Since this fundamental solution is not positive, no 
measure can be obtained from it41 nor useful esti­
mates derived. 

If instead of (1) we would have chosen the 
Lagrangian density for a Hermitian scalar field 

L = !WA opA - m2A2 - !gA4 + aA2
] (3.11) 

with a = 3gGo(0) + om2
, we would, under slight 

change of (3.8a) but none of (3.8b), have obtained 
(3.9) again with g replaced by 2g and a factor one­
half for each t-integral. Thus, all equations we shall 
derive can be immediately transcribed35 into this 

40 R. P. Feynman, Phys. Rev. 80,440 (1950). 
(1 The formal integral is also not a Feynman path integral, 

but using semigroup theory as for the latter [see E. Nelson, J. 
Math. Phys. 5, 332 (1964)] a convergent approximation pro­
cedure can still be given for a certain class of integrands, 
which does not, however, include the case at hand. 

-t!l { { du du'Go{x(u) - x(u') I, 

etc., i.e., instead of a positive contact interaction 
we obtain a negative singular finite-range interaction. 
We show in Appendix A that this excludes at least 
the possibility of obtaining such EQFT by a limiting 
process from nonrelativistic quantum statistical 
mechanics (QSM) as described there. In fact, the 
MQFT to (3.12) is suspected42 (and for d = 2 
proved43

) not to possess a translation-invariant 
lowest energy state/4 which also deprives the for­
mally corresponding EQFT of its basis,45 since for 
the transition from MQFT to EQFT the spectral 
condition1o is crucial. 

The LE behaves very differently from perturba­
tion theory obtained by expanding (3.1). As given 
in (3.9b) the LE has no meaning yet.46 If, however, 
we introduce an ad hoc regularization that (a) re­
places the delta functions by smooth integrable 
functions, (b) replaces47 the lower limits zero of the 
s- and t- integrals by E > 0, (c) replaces the upper 
limits by E < <Xl, and (d) replaces the infinite 
z-integration volume by a finite one, then the LE 
converges like an exponential series since all terms 
are then trivally majorized. In contrast, the usual 
perturbation expansion does not converge even under 
such drastic modificationsll of the model. 

The modifications just described give 

new, ... w .. ) > O. 

42 G. Baym/ Phys. Rev. 117,886 (1960). 
43 A. S. Wlghtman, Introduction to Some Aspects of the 

Relativistic Dynamics of Quantized Fields [Institut des Hautes 
Etudes Scientifiques, Bures-sur-Yvette, France, 1964]. Of. 
also: A. Galindo, Proc. Nat!. Acad. Sci. U. S. 48, 1128 (1962). 

44 K. Mano [Progr. Theoret. Phys. (Kyoto) 14, 434 (1955)] 
has argued that the energy of the system of one relativistic 
scalar nucleon coupled to a scalar meson field is, in spite of 
usual renormalization, not bounded below. In the present 
discussion based on the relation to QSM, closed loops are 
not neglected and the number of dimensions (it may even be 
one, cf. Appendix 0) plays no role. 

46 The same holds if in (2.1) g is chosen negative instead 
of positive. 

46 E.g., we prove in the next paper that for d ~2 Vjj is 
almost everywhere infinite on Wiener space. 

n Such regularization is actually gauge-invariant in QED. 
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If, upon gradual removal of the modifications, the 
functions new! ... w,,) approach the ones of the 
unmodified model, new! ••• w,,) ~ 0 must hold for 
these and because of (8) for S(XI ••• X,,, YI •.• y,,) 
also. That such approach takes place is probable 
on the basis of earlier resultsll and the (at least in 
perturbation theory) known insensitivity of renor­
malizable theories against the manner of regulariza­
tion. Another class of regularizations applicable to 
the present model is that described in Appendix A 
and gives the same result n(wl ••• w,,) ~ o. 

As the space-time volume goes to infinity, Cf be­
comes infinite (or zero, depending on the details 

exp (-lg[a2/(a¥-)2] exp ~ 10" dO"I ¥-[XI(O"I)]) 

of the regularization) since it depends on that volume 
exponentially.ll The problem to show that the 
n(wl ... w,,) have limits is, however, essentially the 
same as to show in classical statistical mechanics 
that the thermodynamical limit exists for distribu­
tion functions. The classical methods can, therefore, 
be applied. 

4. KIRKWOOD-SALSBURG AND MAYER­
MONTROLL INTEGRAL EQUATIONS 

We single out in (3.9a) the path WI from the others. 
Using, with the abbreviations introduced after 
(3.9b), 

= exp (-lasl) exp (~[' dO"l ¥-[XI(O"I)]) exp (-lg[aa/(~¥-)2] - !g [' dO"l a/a¥- [XI(O"I)] - IVll), 

exp (-!g {' dO"l a/N [XI(O"I)]) exp (~{' dO", ¥-[x;(O",)]) = exp (~{' dO", ¥-[x,(O";)] - Vii)' 
and 

exp ( -!g [' dO"l a/ ~¥- [XI(O"I)]) exp (~ [ dT ¥-[z(T)]) 

= exp (~ [ dT ¥-[Z(T)])[1 - K(wI' w)] exp (-!g [' dO"l a/a¥- (XI(O"I)])' 

where K(w, w) is the "bond" functional 

K(w,w) = l-exp (-~ {du {dT a[x(u)-Z(T)]), 

(4.1) 

we find, by expanding in powers of the bond func­
tional and comparing with the definition (3.9a) of 
new! ••• w,,), with net/»~ = 1 and empty products 
being one, 

n(wl .•• w,,) = exp (-! Vu - ~ Vii) 
X t (_1)I(l!)-1 IT [1'" f;1 dt; 

1-0 ;-1 0 

X exp (-!m2
t;) J dz; J P!!,Mw;)K(wI' Wi) ] 

X n(wa ••• W"WI ••• WI), (4.2) 

ical ensemble of classical statistical mechanics (CSM). 
Either iterating (4.2) n - 1 times or, more con­

veniently, dealing with all trajectories WI ••• w" 
as done above with WI, we obtain the analog of the 
equation of Mayer and Montroll (MM)16 

n(wl ••. w,,) = exp [-! t Vi, - L: Vii'] 
2 i-I i<i 

X ~ (_1)I(l!)-1 II [10'" til dt j 

X exp(-!m2 t;) J dz{ J P!/./(dW;)K(wI· .. w",w;)] 

X n(wl ••. WI), 

where 

K(wl ... w,,' Wi) = 1 - exp [- t Vii]. .-1 

(4.3) 

(4.4) 

the analog of the equation of Kirkwood and Salsburg The relation of (4.2) and (4.3) to equations de­
(KS)16 for distribution functions in the grand canon- rived in QSM by Ginibrel7 is discussed in Appendix 
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A. Here we rather draw a parallel to CSM. In (4.2) 
and (4.3) the Wiener integration is partly redu­
dant.48 We may define 

L" r l dt exp (- im2t) J dz J P!.(cU,,) 

X F{{ dT O[.-Z(T)]} == J Q(db) FIb}, (4.5a) 

where F {b} is a functional defined on the space of 
nonnegative integrable functions49 

b(z') = 10' dT o(z' - Z(T», (4.5b) 

which are such that b(z')dz' is the time the Brownian 
particle executing the closed-path motion Z(T) spends 
in the volume dz', and Q(db) is a (nonfinite50) measure 
of that space. We will refer to the "blob" picture 
and the "blob" measure. The functionals n(···) 
depend only on blobs and may be written as func­
tionals n(bl ••• b .. ), or briefly n(1 ... n), of blobs, 
since 

8, = J dx b.(x) == !!b.!!, Vo; = ~ J dz b.(z)b;(z), 

(4.5c) 

i.e., the "interaction potential" between blobs is 
determined by the degree of overlap. If we consider 
a blob as an internal degree of freedom of a particle, 
(4.2) and (4.3) become (except for the self-potential 
of a blob) identical with the KS and MM equations 
of CSM, with the integration over the internal degree 
of freedom. 

We shall find in the next paper that renormaliza­
tion can be simply expressed only in the Wiener 
picture (although the final formulas can be tran­
scribed into the blob picture) since a divergence 
arises5l only if the Brownian particle stays in the 
environment of a point instead of only returning 
to it at a later time. However, the blob picture is 
sometimes convenient and is the basis of our dis­
cussing (4.2) and (4.3) in the following in terms of 
CSM. 

The derivation of the KS and MM equations from 
the modified LE described in Sec. 3 can be criticized 

48 The corresponding redundancy in QSM, Ref. 17, is 
slight. 

49 b(z') is a functional of the Wiener process z( T), specifi­
cally, the occupation-time distribution. 

60 The integral (4.5a) will exist (Le., not be "ultraviolet 
divergent") only if F {b} vanishes sufficiently strongly for 

Ilbll --+ThO. d· . d· Ref 46· 1· h (. 51 e lVergence mentlOne III • Imp les t at III 
blob measure) almost no blob function is square-integrable. 

on the following counts: (a) In QFT the volume is 
intrinsically infinite; (b) the ad hoc regularizations 
are not justified but (presumedly) correctly renor­
malized MQFT should be started from; (c) the 
infinite sums in (4.2) and (4.3) may not converge 
absolutely after partial (or later full) removal of 
the modifications; (d) (3.1) and (3.9) are formally 
summed perturbation theory and, therefore, not 
a satisfactory starting point if nonperturbation theo­
retical phenomena, like symmetry breakdown or 
bound states,52 are to be expected. 

(a) and (b) cannot be answered convincingly at 
this stage but one may argue: (a) The infinite-volume 
problem is present in CSM in reverse: actual systems 
are finite. Nevertheless, condensation, mathemati­
cally possible only in an infinite volume, is observable 
in finite containers. Thus, what is observable 
does not depend qualitatively on the size of the 
system (provided it is large enough), except for the 
following: in strictly infinite space, the observer, 
at a fixed point, will (with probability one) stay 
forever either in gas or in liquid even if both coexist, 
and any convex linear combination of the distribu­
tion functions solves the KS equations. (b) It is 
possible to build more familiar regularizations into 
the equations. This requires the introduction of non­
continuous paths, however, since the continuity of 
paths is consistent only with the Wiener measure and 
thus leads to Go(O)-divergence due to "tadpoles." It 
is not obvious how to extend the renormalization pro­
cedure that will be given later to such cases. The 
same applies to renormalization by limiting processes 
in field equations themselves. l2 Therefore we shall 
be content to examine a constructive solution of the 
renormalized equations on its relation to renor­
malized EQFT53 later. (c) This must be checked later 
and, if necessary, a summation prescription be given 
and justified. 54 In CSM, the corresponding summa­
tion is not considered a problem: often a hard-core 
potential (for which perturbation theory is meaning­
less altogether) of strictly finite range is assumed or 

62 This obiection was raised by H. Stumpf at the Seminar 
on Unified Theories of Elementary Particles (Feldafing, July 
1965) where the material of this paper was presented. 

63 Note that a formulation of renormalized EQFT by the 
usual coupled integral equations for Green's functions need 
not define the theory uniquely while the KS and MM equa­
tions may incorporate the missing boundary conditions. This 
is in fact so for the model discussed in Appendix B. 

64 Such possibilities are suggested, e.g., by Ref. 16 and: 
O. Penrose, J. Math Phys. 4, 1488 (1963). For d = 0, Ap­
pendix B, we find absolute convergence always, and for d = 1, 
Appendix C, absolute convergence as far as we can show 
unique solvability. 

Note added in proof. For d = 1 absolute convergence holds 
under wider conditions. For d = 2 and d = 3, only the equa­
tions of Sec. 5 can be used. 
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at least considered55 for almost all phenomena a 
permissible approximation, and then the sums are 
finite. (d) The last remark is relevant also here: the 
finite-sum KS equations are (at least for finite 
volume) rigorous56 and unproblematic, and never­
theless expected55 to describe phase transitions like 
condensation and crystallization, i.e., have in the 
latter case a "broken-symmetry" solution. Thus, 
noninvariant57 and, more generally, nonperturbative 
behavior of solutions is not incompatible with an 
invariance an equation may possess, as was first 
proposed in field theoretical context by Heisenberg 
and is now generally accepted. Of course, the at­
tempted method of solution must not exclude such 
behavior. 

In the CSM interpretation of (4.2) and (4.3) the 
coupling constant g stands at the place of {3 = 
(kT)-t, and _m2 plays a role comparable to that 
of the chemical potential. Thus, from results on the 
analytic properties of distribution functions in 
CSM58 one infers analyticity in both these variables, 
especially, for fixed real m2 analyticity in g in an 
environment of the positive real axis. This inference 
will be verified for the simple cases d = 0 and d = 1 
in Appendices Band C, respectively. 

Equations (4.2) and (4.3) may be written 

ampIitude- and coupling-constant renormalization 
will be necessary. Since these renormalizations are 
more complicated, we confine ourselves now to 
d = 3 where renormalization leads to equations that 
are relatively simple and can therefore be discussed 
conclusively. This discussion will be given in a later 
paper of this series. 

5. REDUCED FUNCTIONALS 

The primitively divergent diagrams for d = 3 are 
shown in Fig. 1, together with the diagrams that 
they separate into by our introduction of the in­
termediary If-field, whose lines are broken. Inspec­
tion of (2) and (3) shows that the contributions A 
and C, as far as they arise anew on the right-hand 
sides, are isolated by introducing" reduced" func­
tionals that do not contain factors corresponding 
to bare arcs. Since we have to allow for reducible 
diagrams also, we introduce an unknown functional 
few) of one trajectory and define (arguments in 
square brackets are omitted) 

nr(Wl •. ·w .. ) =n(wl ••• W,.) - L f(w.)n(w, ..• [w] • •.. w .. ) 
i 

+ L f(w,)f(w,,)n(wl •.. [W]i ••. [w]., .•• w .. ) - + ... , 
.<0' (5.Ia) 

whence 

N = No + Op N, (4.6) n(wl'" w .. ) = nr(Wl ••• W,.) 

where N is the vector (n(wl), n(wl' (2), ... ) or + L f(w,)n,(wl •• , [W]i ••. W,.) + 
(n(l), n(12), ... ), Op a (Wiener or blob) integral i 

operator, and No the contribution from n(</» = 1, + L f(w,)f(w,,)n(wl ••. [w], •.. [w]., ... W,.) + ... 
written separately. Simple estimates now show that 
under the modifications described in Sec. 3, but with 
infinite instead of finite space-time, (4.2) and (4.3), 
or (4.6), have in a suitable Banach space unique 
solutions that can be obtained from the inhomo­
genous term of (4.6) by iteration. Since the technique 
hereto is also implicit in Appendix C, we will not 
discuss this further. 

For d = 0 and d = 1, a is to be chosen finite and 
the KS or MM equations can be used as they stand. 
This is done in Appendices Band C. For d = 2 and 
d = 3, the only divergence expected is that a will 
have to be infinite as (2.2) suggests. For d = 4, also 

55 E.g., Ref. 15 and: A. Miinster, "Statistische Thermo­
dynamik kondensierter Phasen" in Encyclopedia of Physics, 
edited by S. Fliigge (Springer-Verlag, Berlin, 1962), Vol. 
XIII. 

66 The rigorous results for infinite volume [see: D. Ruelle, 
in Lectures in Theoretical Physics, Vol. VI (University of 
Colorado Press, Boulder, 1964, p. 37)] cover only the domain 
of sufficiently small activity, i.e., at most the gaseous phase. 

67 Equations (4.2) and (4.3) describe only the Green's 
functions that possess gauge invariance of the first kind. See 
Ref. 35. 

68 D. Ruelle, Rev. Mod. Phys. 36, 580 (1964). 

i<i' (5.Ib) 

Solving (4.2) and (4.3) for n, requires lengthy 
formulas. Therefore, we take advantage of the blob 
picture and introduce the generating functional of 
functionals of blobs, the expansion element being 
a general functional J(b) of a blob, 

N{J} = ~ (n!)-l J ... J Q(db l ) ••• Q(db .. ) 

X J(b l ) ••• J(b .. ) exp (-! L Vii - L Vii')' 
i ,<i ' 

p r---~ + 
, 

-7 I 
I , 

B 

~ ----U f -7 + 
I r 
I I 
I ' , I 

\ 

C 
\ D 

FIG. 1. Primitively divergent diagralllS for d = 3. 
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The generating functional of the n-functionals is, 
according to (3.9b), n{JJ = N{Il-tN{J + I}. The 
KS equation for the N-functional is [the index b 
at Nand n denotes functional differentiation 0/ OJ (b)] 

N&{J} = e-iVUN{exp (- Vb.)J(·)} 

such that for the n-functional it is 

nb{J} = e-1Vun{e-v"J(.) + (e-V.· - l)} (5.2) 

while the MM equations are 

N 1 .... {J} = exp ( -~ ?; Vii - ;~. Vii') 

X N{exp (-?; v •. )J(-)} 
and therefrom 

n(l ... n) = exp (-.! t V" - 2: Vii') 
2 .-1 i<i' 

X n{[ exp (- ?; V •. ) - 1 ]}. (5.3) 

Thedefinitionn.{J} = exp { - J Q(db)J(b)f(b)} n{ J} 
gives a rather unsymmetric KS equation for n., 
while the MM equation remains manifestly sym­
metric: 

.. 
nr(I ... n) + 2: f(~')n.(l •.• Ii1 ... n) + ... 

'-1 

{
I" 

= exp -- 2: V .. - 2: Vii' 
2 '-1 .<i t 

+ J Q(db)f(b{ exp ( - ~ V'b) - I]} 
X n{[ exp (-~ Vi') - I]} == 8(1 ••• n) (5.4a) 

such that 

n.(1 ... n) = 8(1 •.. n) 

.. 
- 2: f(t')8{1 ••• [zl ... n) ± . 0.. (5.4b) 

i-1 

We now define 

p(l 000 n) == nr(l ,0, n)f(l)-l ••• f(n)-t, 

and with 
.. 

(50S) 

p(l ••• n) = u(l 0 •• n) - 2: (T(1 '" [zl .•. n) 
i-I 

+ 2: (T(1 ••• [tl ... [~1' ... n) - +... (5.6) 
,<i' 

it is seen that the following two choices of f are 
convenient: 

feb) = exp ( -i Vbb - J Q(db')K(b, b'») == 1 + E(b) 

(5.7a) 

which leads to 

(T(1 •.• n) 

= exp ( - ;~, Vii' - J Q(db{ E(b)K(b1 0 - - b .. , b) 

- t K(b., b) + K(b1 00. b .. , b)]) .-1 
X p(-K(b1 0 .. b,., -)10) (5.Th) 

and 

feb) = exp (-1 Vbb - J Q(db')K(b, b')f(b'») (5.8a) 

which leads to 

(T(1 ••• n) = exp ( - &' Vii' + J Q(db) 

X [j;; K(b" b) - K(b1 '" b", b) }(b») 

X p(-K(b1 ••• b .. , ·)f(·», (5.8b) 

where the K are the blob transcriptions of (4.1) and 
(4.4) and p( • •• ) is the generating functional of the 
p-functionals. 

In both cases self-interaction and inter':'blob inter­
action are separated; (5.7) and (5.8) differ only in 
the manner in which higher corrections that do not 
matter for renormalization are distributed. While 
(5.7a) gives f explicitly for use in (5.7b) with (5.6), 
(5.8a) is an integral equation in blob space of the 
Hammerstein type. No self-consistency problem is 
here involved, however, since (5.8a) is likely always 
to have a solution if (5.7a) is finite. Moreover, there 
is no such problem in the separation (5.7) and no 
consistency problem is expected physically . 

We note that59 

.. 
o ::; 2: K(b., b) - K(b1 ••• b .. , b) 

i-1 (5.9) 
:::; 2: K(b" b)K(b,., b) 

'<i' 

such that, because of, effectively, K(b" b) = 
O(llb.llllbID, the integrals in the exponents in (5.7b) 
and (5.8b) will be found to converge (for d = 3)50 
due to (3.7) and (4.5) if 

e(b) = O(llbl!). (5.10) 

59 E. H. Lieb, J. Math. Phys. 4,671 (1963). 
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The same is true for the integrals implicit in the 
last factors of (5. 7b) and (5.8b) if, for orientation, one 
inserts in (5.6) for 11' [with u(t/J) = 1 always] the first 
approximation 

11'(1 ••• n) = exp (-2: Vii'), 11'(1) = 1. 
i<i' 

This shows that if (5.7a) turns out to be finite with 
(5.10) satisfied, the present renormalization is likely 

where oe." is a ,8-dependent, regularized delta func­
tion with oe.g ~ 0 as ,8 ~ 0, and imagine ,8 to become 
very small, the implicit T-dependence of 1/1 in (A3) 
may be neglected, and the explicit T-dependence has 
a trivial effect such that it is then equivalent to write 
the 1/1 in (A3) as 2-1[1/t(x) + 1/t(y)] and the first ex­
ponent in (A2) as _Tlg[02/01/t2]. With z = exp ,8p. 
and keeping p. finite, we have for very small ,8 

to have been successful for d = 3 but to be insuf- '" I 
K(l - K)-1 ~ "'-1 P~;(dw) ficient for d = 4 where more than mass renormaliza- £... 

tion is required. 

APPENDIX A: RELATION TO QUANTUM 
STATISTICAL MECHANICS 

The connection between EQFT of charged scalar 
particles and QSM of nonrelativistic neutral Bose 
particles60 is best established by comparing (3.8) 
and (4.2) with G(5.4) and G(6.8), G(6.9) of Ginibre. 
The QSM combinatorics is dealt with simpler, how­
ever, by using for the generating functional of 
reduced density matrices 

Z/J{J, JJ = f (n!)-2 f ... I dXl'" dx" dYl'" dy" 
,,-0 

the expression 

Zp{J, J) = C exp {-2 i/J dT 

X II'dx dyV(x - y) 02/(o1/t(X, T) o1/t(y, T»} 

X exp[JK(l-K)-I J-TrIn(l:-K)] 1,1-0, (A2) 

where K is the integral operator61 

K(x, y) = z I P~.(dw) 
X exp [!,8V(O) + ~ i/J dT 1/t(X(T), T) ] (A3) 

and C such that Z/J{O, OJ = 1. Expanding the last 
exponential in (2) in powers of K and using (3.2) 
gives G(5.4) with substitution of G(5.8). 

Equation (A.2) is related to (3.3) as follows. If 
we let 

Vex - y) = ~,8 o~.g(x - y) (A4) 

60 J. Gimbre, J. Math. Phys. 6, 238 (1965). We shall refer 
to equations of this paper by G. 

61 The definition (3.7) corresponds to particle mass M = 1 
instead of 2 as in G(2.3). 

[ 1 1 rPo 
] X exp ,8p.s + gg,82 o~.,.(O)s + 2".10 du 1/I(x(u» 

~ ,8-1 i'" ds I P;.(dw) 

X exp [ -!m
2s + !as + ~ { du 1/t(X(U» ] (A5a) 

and 

-Tr In (1 - K) ~ f c l I dz I P~!(dw) 
1-1 

[ 1 11~ ] X exp ,8p.t + g g,82 o~.iO)t + 2" 0 dT I/I(x(T) 

X exp [ -im2t + !at + ~ { dT 1/t(Z(T) ] (A5b) 

provided we set 

p. = _!m2 + !a - ig ,8o~.,.(O) , (A6) 

which, however, is meaningless as it stands and not 
generally correct even for d = 1 (see Appendix C). 

Actually, the" approximation" (A5) mainly shows 
that the combinatorics is correct but not what a 
suitable sequence of values for p. is as ,8 ~ O. Such 
sequence can be found by comparing (5.7a) and 
(5.8a) with their QSM analogs [which resemble 
(4-12) of the last paper of Ref. 17]. This will be done 
in our next paper. 

However, comparison of (A5) with (3.8) and 
(3.9b) gives, for a suitable choice of p. as function 
of ,8, 

lim 2-",8" P{J(XI ••• X'" Y1 •.• y,,) 
~o 

= S(X1 ... X,,, Y1 •.. Y .. ) (A7) 

provided M = 1 and the potential is chosen as in 
(A4). More generally, (A4) , (A6) and (A7) would 
read 
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p. = -(2M)- l m 2c2 + t.p.(fi), (A6') 

lim [,8h3/(2M)]"PII(X1 ••• X,,, Yl ..• y,,) 
(J->O 

= S(XI •. , X,,, Yl ••• y,,), (A7') 

where t.p.({3) ~ co as {3 ~ 0 if d ~ 2.62 

For the case without Wiener integrals, d = 0, 
(A7) can be verified directly as is done in Appendix 
B. The no longer elementary case d = 1 is briefly 
discussed in Appendix C. 

For d = 2 and d = 3, it should be noted that a 
rigorous delta-function pair-potential has no phys­
ical effect,60 such that Or~g ~ 0 for {3 > 0 is essential. 
However, the density goes to infinity (at least for 
d ~ 3) more strongly than {3-l (at least for d ~ 2) 
such that an effect of the potential also in the delta­
limit is plausible. The statements on the density 
result from (A7) with n = 1 and the following 
bounds derived by other methodsll 

-sup to, -(2gfl om2
} 

~ S(O,O) - Go(O) ~ Go(O) + g-1 om2 

+ {[Go(O) + g-1 om2]2 + GO(0)2} i 

APPENDIX B: d = 0: A NUMERICAL MODEL 

We write here the formulas of Secs. 2-4 for zero 
dimensions such that all Wiener integrals are absent, 
since then the exact solution is known and the KS 
and MM equations are elementary but not trivial 
although the model is. 

Equation (2.6) takes the form 

Sz + g Sxxu - a Sz = Y S 

Sy + g Szuu - a Su = X S 

(BIa) 

(BIb) 

for a function Sex, y). All solutions of this system 
depend on xy == U only, i.e., preserve gauge invari­
ance of the first kind. With Sex, y) == S(U), (1) 
takes the form 

S' + g(2 S" + US"') - a S' == S. (B2) 

The three solutions, all of which are nonalytic in 
g at g == 0, can be written 

SI(U) == G J dz(I - a - i gizfl 
~ 

whereof, according to the remarks to (2.2), the first and 
inequality is meaningful for d ~ 2 and the second 
for d ~ 1. S2.a(U) = G Re, 1m f dz(I - a - i giz)-1 

For d = 4 one expects also amplitude-and cou­
pling-constant renormalization to be necessary; in 
(A4'), (A6'), and (A7') there are as many multipliers 
as necessary to take these effects into account. Thus 
it seems that the rules (A4') , (A6'), (A7') provide 
at least a regularization63 of EQFT (of charged 
particles). From this viewpoint it is significant that 
a recent result of Fisher and Ruelle64 excludes 
rigorously the possibility of the existence of the 
thermodynamical limit for the QSM Hamiltonians 
one would associate with the EQFT to the Lagran­
gian density (3.12) since the potential would have 
to be essentially negative to approach singular at­
traction. 

Moreover, the quantitative rules (A4') , (A6'), 
(A7') suggest speculation about counterparts in 
EQFT and, by inference, MQFT of collective phe­
nomena in QSM as exhibited in condensed phases. 

62 This will be required, due to tadpole divergence, for 
the limit (A7) to exist even if il fJ is not made to become a 
delta function, cf. Sec. 4. reg 

63 This may be regarded even as a regularization of MQFT 
if one uses a ilr~g that is a delta function in one coordinate 
<l:irection, which would correspond ~o the original, MQFT, 
time. However, MQFT not regulanzed further would still 
be ultraviolet-divergent, see Ref. 62. 

14 M. Fisher and D. Ruelle, IHES preprint, Theorem III 
and Remark. 

X exp [-!I + U (1 - a - i giz)-I]. 

Only SI (U) satisfies the analog of property (2.9), 
k 

E (J;G; S«a; + b;)(a; + b;» > 0, (B4) 
i .i=1 

and possesses for a < 1 an asymptotic expansion for 
g ~ 0 from larg gl < 11", while being analytic in the 
cut g-plane. It is also analytic in g and m2 simultane­
ously in a certain domain. (B3) is the analog of 
(3.3). Using (3.4) gives the analog of (3.8b) 

Sl(U) == :t (n!)-1 U"2-" 1'" ... J dSI ... ds" 
n-O 0 

X exp [-!(SI + ... + S,.)] nCSI ••• s,,) 

where, explicitly, 

n(sl ... s,,) == n(sl + '" + s,,) 
with 

n(s) == G J dz(I - a - igizfl ,.,. 
X exp [-!I + !as + !igizs] 

== G' e'/2 Erfc [2- l g;s + (2g)-I(1 - a)] 

(B5) 

(B6) 

(B7) 
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where G (or G') such that nCO) = 1. The LE anal­
ogous to (3.9b) is again meaningless unless, e.g., 
the lower limits of the t-integrations are raised 
and then converges exponentially. The MM equa­
tion shows explicitly that (B6) holds and thus 
permits to sum up all terms on its right-hand side 
to obtain the integral equation 

n(s) = exp (!as - 19i) 

X [1 - ~ fa'" dt net) exp ( -~ t - g~t) ] (BS) 

which is solved by (B7). The sum of terms converges 
absolutely since, summing absolutely and replacing 
n(s) by m(s), we obtain 

m(s) = exp (!as - (lg)s2) 

X [1 + ~ fa'" dt met) exp (-!t) ] (B9) 

and with net) for met) the integral in (B9) converges 
for (B7). Using (B6) we obtain for (B5) 

Sl(U) = 1 + U fa'" ds e-'/\2usr! I 1«2us)!)n(s) (BlO) 

which converges absolutely for all u and is the solu­
tion65 (B3) of (B2). Thus, the intermediate use of 
the formal LE to arrive at the MM equation has 
introduced no error and n(s) is positive as we expect 
it to be also for d > O. 

The construction of a solution of (BS) by iteration 
from the inhomogeneous term is certainly possible 
if also the iteration solution of (B9) converges, which 
is the case if and only if a < 1. The natural value 
for a, according to (2.2), may be taken as 2g, and 
then g should not be too large. To consider instead 
the convergence of the iteration solution of (BS) 
presupposes that the cancellations between the terms 
of alternating algebraic signs are brought to bear 
since if a > 1 not all iterative approximations to 
n (s), starting from the inhomogeneous term, are 
everywhere nonnegative. Even if this cancellation 
is observed, the iteration solution of (BS) does not 
converge for a too large. However, it does converge 
for a smaller than a g-dependent bound greater 
than one and gives, for these a, the unique solution 
of (BS). We have not shown that (BS) does not 
possess homogeneous solutions for a large enough. 
[It should be stressed that the boundary conditions 
on the determination of n(s) are only that it be non­
negative and that the integrals in (BS), and in 

66 The solutions S2.S(U) do not admit the representation 
(BID). 

(BlO) for an infinitesimal environment of the origin, 
converge.] 

The KS equation does not make it manifest that 
n(sl ... s,,) obeys (B6). However, since the MM 
equation is a consequence of the KS equation and 
implies (B6), we will first for simplicity consider 
only the solutions of this form. Then again the sum­
mation of all terms on the right-hand side of the 
KS equation can be performed and leads to 

n(s + s') = exp (1:. as - flS2 - fl ss') 
2 S 4 

X [n(s') - ~ fa'" dtn(t + s') exp (-~ - ~8t) J. 
This implies 

n"(s) + i( - 2 - 2a + gs) n'(s) + l(2a - gs) n(s) = 0 
(B11) 

whereof the solution besides (7) is exp (!s) which 
does not solve (11) while (B7) does. Thus, (B11) 
has only the solution (B7). 

The discussion of the convergence of an iteration 
solution of the KS equation is lengthier since, e.g., 
starting the iteration from n(cp) = 1 all approxima­
tions give functions that depend only on the sum of 
their arguments but no longer one universal function 
for all n in a given step of iteration. However, in this 
special case the discussion can be reduced to the 
former one of the MM equation and the final result 
is the same. 

The discussion of the MM and KS equations for 
reduced functionals is more complicated since the 
reduced functions depend no longer on the sum of 
arguments only, and has not been done. 

The analog of the theory described by (3.11) has 
instead of (BI) 

S", + g S",,,,,, - a S", = X S. (BI2) 

The change in the KS and MM equations is the 
same as that described for (3.11), and the discussion 
of (BI2)66 leads in every detail to similar results as 
were obtained for (BI). 

The model (BI) stands in the relation described 
in Appendix A to the model given by 

H = ! Vatata a, [a, at] = 1. 

The len-particle distribution function" is 

p,,({3) = [Tr exp (-{3H + {3p,N)rl 

X Tr {(at)"a" exp (-{3H + (3p,N)} 

66 This model was also studied from a different point of 
view by E. R. Caianiello, A. Campolattaro, and M. Marinaro, 
Nuovo Cimento 38, 1777 (1965). 
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where N = ata. The generating function is 

" 
S~(x) = E (n!)-2x" p,,({3) 

.. -0 

= C Tr {exp (-{3H + (3fJ.N) e"·te"} 

which is easily calculated to be 

S~(x) = C' J dz/1 - exp [,BfJ. + l{3V + iZ({3V)']r1 

r"'I 

X exp {_!Z2 + x 

X (-1 + exp (-{3fJ. - !{3V - iz({3V)'r 1
}. 

The substitution corresponding to (A4) , (A6), and 
(A7), 

v = Mg, x = !{3U, fJ. = -! + la, 
leads, with C' ex: {3, for (3 ~ 0 to (B3). 

APPENDIX C. d = 1: THE ANHARMONIC 
OSCILLATOR 

For d = 1, (2.1) becomes 

L = iJtiJ - m2BtB - !g(BtB)2 + aBtB. (C1) 

With B = r exp (iq,) , Bt = r exp (-if/» the 
Hamiltonian becomes 

H = 4-1
( -iil(ar)2 - r-1 alar 

- r-2 a2/(aq,)2 + 4(m2 - a)r2 + 2gr4] (C2) 

which commutes with - ia I aq,. The Green's functions 

(T B(tl ) ••• B(t,,)B\tD '" Bt(t~» 

can be continued analytically as described in Sec. 1 
and an EQFT be based on them as described in 
Sec. 2. 

The Hamiltonian (2.10) is a typical field theo­
retical one and as such beset with the familiar fea­
tures concomitant with an infinite volume. There 
are no ultraviolet divergences, however. The energy 
spectrum is now continuous except for the vacuum 
state which may be separated by a gap67 from the 
onset of the continuum. The Green's functions are 
the vacuum expectation values of the equal-time 
field-operator products. The theory differs from a 
two-dimensional MQFT by not possessing relativ­
istic invariance, but is likely to admit a particle 
interpretation as it does for g = 0 with, however, an 
unusual energy-momentum relation. The eigen­
values and selection rules of the two-dimensional 
oscillator (C2) manifest themselves in the familiar 

asymptotic decrease (1.3) of the equal-time vacuum 
expectation values for large distances. Gauge in­
variance of the first kind is, of course, not broken . 

The volume would be finite, with periodic bound­
ary conditions, if we had taken the finite-temperature 
expectation28 of the time-ordered operator product 
instead of the ground-state expectation. At least 
in the interaction-free case g = 0, the energy spec­
trum is now also discrete since it is then simply re­
lated to the discrete momentum spectrum. 

All formulas of Sec. 3 hold with Wiener tra­
jectories in one-dimensional space and the form­
ulas of Sec. 4 concerning blobs hold now with one­
dimensional blobs). As all diagrams are now con­
vergent, we need not introduce reduced functionals 
and discuss the KS and MM equations directly, 
closely following Ginibre.17 The linear vector 
space of sequences of Wiener-integrable functionals 
new! ... w,,), n = 1, 2, .,. is made a Banach space 
by choosing as norm 

IINII = Sup ess sup In(wl ... w,,) I g(wlf1 g(W"fl (C3) 
ft "'t"'W" 

with a functional g(w) to be suitably chosen, and 
completing. The operator Op of (4.6) has for the 
KS and MM equation a norm bounded by c < 1 if 

g(w) c > exp [las + i" c 1 dt e-1m
" J dz 

X J P!.(dW)K(w, w)g(w) J. (C4) 

where we have used that Vi{ ~ 0 and, in the MM 
case, (5.9). We may restrict ourselves to translation­
invariant g(w). Then, with (4.1), 

J dz J P!.(dw)K(w, w)g(w) = J P~o(dw)g(w) J dz 

X K(w, w + z) < 4- 1gst J P~o(dw)g(w). 
Thus, setting 

i" dt e-1"" J P~o(dw)g(w) = a 

we satisfy (C4) by choosing 

g(w) c = exp (4-1(2as + gsa)], 

from which follows 

ac = (m2 
- a - !ag)-l 

6) If g = 0 and m2 = 0 there is no gap since the theory is which can be solved for a with c < 1 provided 
then the usual one of free nonrelativitistic particles. If g = 0 
and m2 > 0 there is a gap. m2 

- a > 3(!g)t, (C5 
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Le., the anharmonicity should not be too large for 
the iteration solution of (4.6) to converge to the 
then unique solution according to this estimate. 
Expecially, a < m2 would be required which would 
correspond to a < 1 from (B9). It is likely that this 
restriction is due to the present crude estimate only 
since it did not apply to (B8), although on the basis 
of the results of Appendix B one would not expect 
the iteration from the No in (4.6) to converge for 
arbitrarily large g and a. 

For complex g the iteration solution converges 
uniformly if Re g > 0 and in (C5) g is replaced by 
Igl, and therefore this solution is an analytic functi~n 
of g in the open semicircle.68 It is in addition analytIc 
in m2 

- a provided 

88 The method of Ref. 11, which does not rely on iteration, 
can be used to prove that the. E9FT functions in ~ite one­
dimensional volume with perIodic boundary condItIOns, see 
Ref. 28, are analytic in.U i~ the right U h~lf-plane, and that 
the perturbation expansIOn 18 an asymptotIc one. 

Re (m2 
- a) > 3(lgIl4)f, Re g > 0, 

where it should be kept in mind that in view of (2.2) 
it is natural to have a depend on g. 

The QSM model corresponding to this EQFT 
in the sense of Appendix A is the quantum gas of 
nonrelativistic neutral scalar bosons in one dimen­
sion with repulsive delta-function pair potential. 
This model has been solved exactly by Lieb and 
Liniger,69 who observed nonanalytic behaviour of, 
e.g., the ground state ener~y at g = 0 and ~o p.ha~; 
transition in accordance wIth Landau and LIfshItz. 
It is interesting that already in this case, which is 
free of ultraviolet divergences, (A6) should not be 
taken as it stands since we may set o~.1< = 0 already 
for {3 > O. This will be cleared up by" QSM regulari­
zation" of (5.7a) in our next paper. 

69 E. H. Lieb and W. Liniger, PhJ8. !tev. 1301 ~605 (196~). 
70 L D Landau and E. M. LIfshitz, Statz8tzcal PhYSZC8 

(Perga~on' Press Ltd., London, 1958), Sec. 149. 
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On Variational Principles for Electromagnetic Theory* 
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New variational principles for electromagnetic theory are established. A functional consisting of 
the field vectors is defined through the use of a convolution, and it is shown that the variation of this 
functional subject to appropriate constraints is completely equivalent to Maxwell's equations Ohm's 
law, and the constitutive equations, together with appropriate boundary and initial conditio~s. The 
present formulation does not have the defects of the classical variational principle for electromagnetic 
theory since it does not require the introduction of scalar and vector potentials and a priori knowledge 
of the field vectors at the final stage. Two variational formulations for the electric and magnetic field 
vectors alone are also presented. 

1. INTRODUCTION 

ELECTROMAGNETIC phenomena are char­
acterized by four field vectors: the electric field 

E, the magnetic field H, the electric displacement 
D, and the magnetic induction B. These four field 
vectors are indeed related to each other and to the 
distribution of current density J. The vector J must, 
of course, satisfy the conservation of charge equation. 
The five vectors, E, H, D, B, and J, are governed 
by the field equations, Maxwell's equations. Further­
more, for a given medium there exist specified con­
stitutive equations between E and D and between 
Hand B, and Ohm's law, between J and E. For a 
homogeneous medium, these pairs are linearly re­
lated with their ratios of proportionality specified 
by the physical nature of the medium. In principle, 
then, an electromagnetic problem constitutes the 
determination of these five vectors, i.e., the deter­
mination of solutions to Maxwell's equations sub­
ject to proper boundary and initial conditions. 

In classical mechanics it is known that equations 
of motion can be formulated either through a set 
of differential equations, Lagrange equations, or 
through a variational principle, Hamilton's principle. 
In electromagnetic field theory, the set of field equa­
tions in differential forms, Maxwell's equations, have 
been well established. On the other hand, the varia­
tional formulation is far from complete. One ap­
proach to the variational formulation, but not with­
out defects, is known.! It assumes that there exist 
a vector potential A and a scalar potential cJ>. By 
treating these two potentials as generalized co­
ordinates of a Lagrangian represented by Hamil­
ton's principle, it is possible to derive half of Max-

* This research was supported by the National Science 
Foundation through grant NSF GP-2258. 

1 See, for example, H. Goldstein, Classical Mechanics 
(Addison-Wesley Publishing Company Inc. New York 
1950). '" 

well's equations. In other words, with half of Max­
well's equations through which potentials A and cJ> 

are defined, together with a functional, the other 
half of Maxwell's equations are obtained by the 
variation of a functional. In this approach, the func­
tional is specified over a fixed time interval, and the 
variations of the generalized coordinates are taken 
to be zero at end points of the time interval. This 
supposes a priori knowledge of these quantities at 
the final state, which unfortunately is not available 
in advance. 

In this paper a new variational principle of elec­
tromagnetic theory will be established without the 
above mentioned defects. We intend to derive Max­
well's equations, as well as Ohm's law and con­
stitutive equations, from a single functional subject 
to certain constraints, and without the knowledge 
of the field vectors at the final state. In other words, 
we intend to establish variational principles for 
electromagnetic theory which are equivalent to the 
field equations in differential forms. 

The approach of this variational formulation is 
based on the use of a convolution, which has recently 
been applied by Gurtin2

,3 to some variational form­
ulations in other fields of mathematical physics. 
In the following section we first detail some pre­
liminary definitions and remarks. In Sec. 3 we discuss 
the variational formulation which is completely 
equivalent to Maxwell's equations with appropriate 
initial and boundary conditions. Based on this varia­
tional formulation the set of Maxwell's equations, 
Ohm's law, and constitutive equations, as well as 
the initial and boundary conditions can be derived. 
This formulation is then simplified to the case 
where field vectors satisfy the boundary conditions. 
Finally in Sec. 4 two variational formulations for 
the electric and magnetic field vectors are presented. 

2 M. E. Gurtin, Quart. Appl. Math. 22, 252 (1964). 
3 M. E. Gurtin, Arch. Ratl. Mech. Anal. 16,34 (1964). 
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2. PRELIMINARY DEFINITIONS AND REMARKS 

Throughout the paper the rationalized mks units 
will be used. The field vectors, E, H, D, B, and J 
and the charge density p are taken to be finite in 
the domain of physical interest and are real-valued 
continuous functions of space and time with con­
tinuous derivatives as necessary. Discontinuities in 
these field quantities may occur, however, on bound­
aries which mark an abrupt change in the physical 
properties of the medium. 

The present variational formulation is based on 
the use of the convolution f*g, defined for two scalar 
functions f(x, t) and g(x, t), by 

f*g(x, t) = { f(x, t - T)g(X, T) dT. (2.1) 

It is known4 that this convolution is commutative, 
associative and distributive, and that t*g = 0 implies 
either f = 0 or g = O. If A(x, t) and B(x, t) denote 
two vector functions, 

[t*A](x, t) = { t(x, t - T)A(x, T) dT, 

[A* .B](x, t) = { A(x, t - T) .B(x, T) dT, (2.2) 

[A* xB](x, t) = { A(x, t - T) xB(x, T) dT, 

are the definitions of the convolutions of the product 
of a scalar and a vector, and of scalar and vector 
products of two vectors, respectively. And we write 

[ aA *.B]<X t) = [B *. aA](X, t) 
at' at 

t aA(x, t - T) .B( ) d 
10 aCt _ T) x, T T 

[ ' B(x, t - T)' aA~, T) dT, 
• 0 T 

[ aA *. aB](X t) = [aB *. aA](X t) 
at at' at at ' 

= t aA(x, t - T). aB(x, T) dT 
Jo aCt - T) aT 

= t aB(x, t - T). aA(x, T) dT (2.3) 
Jo a(t - T) aT 

for the convolutions of time derivatives of two 
vectors. Also the variation of a functional J(F) is 
defined in the usual manner by 

4 J. Mikusinski, Operational Calculus (Pergamon Press, 
Inc., New York, 1959). 

d 
U(F) = de J(F + eF') 1.-0 (2.4) 

for any finite real-valued quantity F'. 
For future reference we list here the fundamental 

system of equations for classical electromagnetic 
theory. Maxwell's equations connecting the field 
vectors are 

V xE = -aB/at, 

V xH = J + aD/at, 

V·D = p, 

V·B = O. 

(2.5) 

Ohm's law for a stationary medium is 

J = uE. (2.6) 

The constitutive equations are 

D = eE, B = pH. (2.7) 

Also, the conservation of charge equation is 

ap/at + V·J = O. (2.8) 

The field vectors are of course subject to proper 
initial and boundary conditions. The appropriate 
boundary conditions are 

n x[E] = 0, n x[H] = 1C, 

n·[B] = 0, 

n·[D] = w, 

(2.9) 

where n is the unit normal at the boundary and the 
double bracket represents the jump at the boundary. 
1C and ware the surface current density and surface 
charge density, respectively. It is known6 that 1C = 0 
when both media have finite conductivity. The 
initial conditions, though arbitrary, must satisfy 
the static field equations, i.e., 

V xEo = 0, V xHo = Jo. V·Do=Po, 

V·Bo = 0, (2.10) 

where the subscript 0 has been used to indicate the 
initial condition or the static field. Though other 
boundary and initial conditions may be stated, 
they are essentially the consequence of Ohm's law 
and constitutive equations in integral forms. 

The electromagnetic problem is completely char­
acterized by these field vectors which must satisfy 
the governing equations as well as the boundary 
and initial conditions. For simplicity in later dis­
cussion we use the term an electromagnetic state 
F = (E, H, D, B, J) to be an ordered array of well-

5 J. A. Stratton, Electromagnetic Theory (McGraw-Hill 
Book Company, Inc., New York, 1941). 
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defined vector functions E, H, D, B, and J, and an 
admis8'tDle state to be an electromagnetic state which 
satisfies the boundary conditions. We use the tenn 
a solution of an electromagnetic field to mean an 
admissible state which satisfies the governing equa­
tions and initial conditions. 

3. VARIATIONAL FORMULATIONS FOR 
ELECTROMAGNETIC THEORY 

We now proceed to state the variational principle. 
For this principle the electromagnetic states are 
not required to satisfy any field equations or initial 
or boundary conditions. First define6 a functional 
of the electromagnetic state F by 

J(F) = i [1 * (V xH) *·E - 1 * J *·E 

- D *·E - B *·H + Do .·E + Bo *·H 

1 11] + 2.,- * J *. J + 2E D·· D + 21-' B ··B (x, t)dv 

-L [n·E b * xH](x, t) dS. (3.1) 

The first integral is a volume integral over the 
physical space of interest, and the second integral 
is a surface integral over the bounding surface of 
that domain. Subscript b denotes the other medium. 
This functional contains two initial conditions Do 
and Bo which must satisfy the constraints 

V·Do = Po and V·Bo = O. (3.2) 

An additional constraint, which is purely kinematic 
and is different in nature from the field equations 
and constitutive equations, is the conservation of 
charge 

ap/at + V·J = O. (3.3) 

Taking the variation of J(F) and using the properties 
of convolution and divergence theorems, we obtain 

H(F) = i {[I • (V xH) - 1 • J - D + Do] •. 5E 

- [1 • (V x E) + B - Bo] *. 5H 

- (1 • E - ~ • J) •. 5J - (E - D/E) *. 5D 

- (H - B/I-') •• 5B}(X, t) dv 

+ Ix [n x (E - E b) *. 5H](x, t) dS. (3.4) 

6 Some minor modifications of this functional are possible. 
As an example the first term of the volume intergral may be 
replaced by - h( V x E).· H and the integrand of the surface 
integral by n' H b* X E + 1C*' E. 

Clearly, if H(F) = 0, then 

1 • (V xH) - 1 • J - D + Do = 0, 

1 • (V xE) + B - Bo = 0, 1· (E - J/.,-) = 0, 

H - B/I-' = 0, E - D/E = 0, n x[E] = 0. 

(3.5) 

Differentiation of the first three of this set of equa­
tions with respect to time yields 

V xH - J - aD/at = 0, 

V xE + aB/at = 0, E - J/.,- = O. (3.6) 

Furthennore, by taking the divergence of the first 
two, we have 

V·J + a(V·D)/at = 0, a(V ·B)/at = o. (3.7) 

Now using the constraints V· Do = Po, V· Bo = 0, 
and ap/at + V· J = 0 results in 

V· D = p and V . B = O. (3.8) 

These equations form a complete set of the field 
equations of electromagnetism. It is noted they 
were derived without any a priori knowledge of 
Maxwell's equations, constitutive equations or 
Ohm's law. Boundary conditions which have not 
been obtained in this derivation can be easily es­
tablished from the derived equations. 

It may be argued that we have assumed the 
knowledge of three constraints. Two are completely 
static in nature. If necessary, they may be easily 
established by some simple variational fonnulation. 
Since the interest of this analysis is in dynamic 
problems, these constraints are of no concern. The 
third constraint is the conservation of charge, i.e., 
the relationship between the distributions of charge 
and the current density which gives rise to the 
electromagnetic field. In contrast to other equations 
which are dynamic in nature, the conservation of 
charge is a purely kinematic relationship, in a man­
ner similar to the law of conservation of mass 
(continuity equation) in continuum mechanics. 

It can easily be shown that the inverse of the 
above variational principle applies, i.e., if an elec­
tromagnetic state F is a solution, then H(F) = 0 
and the constraints are satisfied. By integrating the 
two Maxwell's vector equations and Ohm's law, and 
substituting these results into Eq. (3.4), H(F) = 0 
is readily obtained. In addition, the three constraints 
are automatically satisfied. As a summary of these 
developments, the following theorem is specified: 
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Theorem S.l: Let F = (E, H, D, B, J) be an 
electromagnetic state and J(F) a real-valued func­
tional defined by Eq. (3.1). Then F is a solution 
of electromagnetic theory, if and only if U(F) = 0 
subject to the constraints, Eqs. (3.2) and (3.3). 

If, as a stronger condition F is an admissible 
state, i.e., an electromagnetic state satisfying the 
boundary conditions, then the surface integral of 
Eq. (3.1) need not be included in the definition of 
the functional. At the boundary or interfaces the 
tangential components of E and H are continuous. 
With a bounding medium of finite conductivity, 
n x [H] = 0 or n x oH = O. For an infinitely con­
ducting bounding medium the field intensities Eb 
and Hb are zero. This implies that at the boundary 
n x E = n x Eb = O. In either case the surface integral 
of Eq. (3.4) vanishes, 

i [n xE *. oH](x, t) dS = O. (3.9) 

Therefore, we may conclude: 

Theorem 3.2: Let F = (E, H, D, B, J) be an 
admissible state and J(F) a real-valued functional 

. defined by 

J(F) = i [1 * (V xH) *·E - 1 * J *·E 

- D *. E - B *. H + Do *. E + Bo *. H 

+ .!.. J*' J +.!. D*·D +.!.. B*.B](X t) dv. 
20" 2E 2p. , (3.10) 

Then F is a solution of electromagnetic theory, if 
and only if U(F) = 0 subject to the constraints, 
Eqs. (3.2) and (3.3). 

Two variational principles for electromagnetic 
theory which are equivalent to the field equations 
in differential forms have been established. Many 
simplifications can be achieved, if the electromag­
netic state or admissible state satisfies, in addition, 
one or more of the constitutive equations and Ohm's 
law. To illustrate this point, we give a typical 
corollary which is the consequence of the above 
theorems. 

Corollary 3.1: Let F = (E, H, J) be an admis­
sible state satisfying the constitutive equations D = 
eE, and B = p.H and J(F) be a real-valued func­
tional defined by 

J(F) = i [1 * (V xH) *·E - 1 * J *·E 

- ~ E *. E - t: H *. H + EEo *. E 
2 2 

- p.Ho *·H + .!.. * J *'J](X, t) dv. (3.11) 
20" 

Then F is a solution of electromagnetic theory, 
if and only if U(F) = 0 subject to the constraints 

V·Eo = 0, V·Ho = 0, 

and 

ap/at + V·J = O. (3.12) 

This is the direct consequence of Theorem 3.2 
with the substitutions of the constitutive equations 
D = EE, and B = p.H into Eq. (3.10). 

4. ADMISSIBLE ELECTRIC AND 
MAGNETIC FffiLDS 

In many applications it is often the case that 
the solution of one of the field vectors, commonly 
E or H, is first determined. With the use of either 
of these field vectors and with Maxwell's equations 
other field vectors, if necessary, may be found. 
E(x, t) and H(x, t) are governed by 

a2E aE 
P.E ~ + p.0" at + V xCV xE) = 0, (4.1) 

a2H aH 
P.E at2 + p.0" at + V x (V xH) = 0, (4.2) 

subject to the initial conditions 

aE at (x, 0) = Eo(x), 

aH . at (x, 0) = Ho(x) , 

and boundary conditions 

n x[E] = 0, 

n x[H] = Ie, 

E(x, 0) = Eo (x) , (4.3) 

H(x,O) = Ho(x), (4.4) 

n'[EE] = w, 

n·[p.H] = O. 

(4.5) 

(4.6) 

In this section we present variational formulations 
which are equivalent to these differential formula­
tions. As in the previous section several alternate 
formulations may be given. The specific one pre­
sented is the one in which both initial and boundary 
conditions are satisfied as preliminary conditions. 
This one would seem to be most appropriate to ap­
plications. Introduce the term an initially admissible 
electric field to mean the electric field satisfying both 
the initial and boundary conditions. Also, define 
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a functional of an initially admissible electric field 
by 

I(E) = J. [Jl.E aE *. aE 
R 2 at at 

+ Jl.(T aE *.E _ !. (V xE) *.(V xE) 
2 at 2 

- Jl.EEo·E - ~(T Eo.E J<X, t) dv. (4.7) 

The variation of I(E) with the use of the divergence 
theorem and the properties of convolution leads to 

8l(E) = L {[Jl.E a;~ + Jl.(T ~~ 

+ V xCV XE)] *. OE}(X, t) dv 

+ L {Jl.{~~ (x, 0) - EO] 

+ ~(T [E(x, 0) - EoJ}. oE(x, t) dv 

-L [Jl.E ~~ - ~(T E J<X, t)· oE(x, 0) dv 

+ l[nX(VXE)*.oEJ(x,t)dS. (4.8) 

Clearly, for an initially admissible electric field, 
the second and third volume integrals vanish. Also, 
at the boundary, n x [E] = 0 implies n x oE = o. 
This shows that the surface integral vanishes. There­
fore, if E is a solution of electromagnetic theory, 
01 (E) = o. Conversely, if 0l(E) = 0, from Eq. 
(4.8), we see that Eq. (4.1) holds. Therefore, we 
may conclude: 

Theorem 4.1: Let E be an initially admissible 
electric field vector and I(E) a real-valued func­
tional defined by Eq. (4.7). Then E is a solution of 
electromagnetic theory if and only if Ol(E) = o. 

Similarly, if we define a functional of an initially 
admissible magnetic field vector H(x, t) by 

I(H) = J. [Jl.E aH *. aH 
R 2 at at 

+ Jl.(T aH *.H - !(V xH) *.(V xH) 
2 at 

- Jl.Jio·H - ~(T Ho.H J<x, t) dv, 

then the variation of I(H) yields 

8l(H) = L {[Jl.E ~i! + Jl.(T ~~ 
+ V xCV XH)] *.oH}(X, t) dv 

+ L {Jl.{ a! (x, 0) - Ho] 
+ ~(T [H(x, 0) - HoJ}.oH(X, t) dv 

-L [Jl.E ~~ - ~(T H J<x, t)· oH(x, 0) dv 

+ l [n xCV xH) *·oHJ(x, t) dS. 

(4.9) 

(4.10) 

The second- and third-volume integrals vanish by 
virtue of the initial conditions. The surface integral 
also vanishes since at the boundary n x [H] = 0 
or n x oH = 0 for a bounding medium with finite 
conductivity. For an infinitely conducting bound­
ing medium, the tangential component of V x H 
approaches zero, i.e., n x (V xH) = o. Therefore, 
if H is a solution, 0l(H) = o. The converse is also 
true. If 0l(H) = 0, where H is an initially admis­
sible magnetic field vector, then Eq. (4.2) holds. 
Hence: 

Theorem 4.2: Let H be an initially admissible 
magnetic field vector and I(H) a real-valued func­
tional defined by Eq. (4.9). Then H is a solution 
of electromagnetic theory if and only if 0l(H) = O. 
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Phase Transition of a Two-Dimensional Continuum-Ising Model* 
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We decorate a plane two-dimensional Ising model by placing on each bond of the lattice a con­
tinu~ spin 'Yhich is allowed to interact only with the Ising spins at the ends of the bonds. The 
co~tmuum spms are chosen to be either Gaussian (Le., normally distributed with zero mean and 
umt variance) or spherical (Le., constrained to lie on the surface of a sphere) after Berlin and Kac 
~nd by integrating out the con~~uum sp~, the partition function of the decorated lattice is expressed 
m ter~s of the Onsag~r partitIOn functIOn of the plane two-dimensional Ising model. The critical 
behaVior of the modellS as follows: For the Gaussian case, as for the plane Ising model the specific 
heat has a logarithmic singularity at the critical point TeG given by , 

2 tanh2 [2(J /kTeG)2] = 1 

and as t ~ TeG - 'l( --> 0\ the spontaneous magnetization goes to zero like t1/8• For the spherical case, 
the specific heat IS contmuous and has a cusp at the critical point T CO given by J /kT CO = 
[zc + (2 + 2i) zc2]i, 2 tanh2 (2zc) = 1, with slope going to ± cx> like t-1 [In It I ]-2 as t = T CO - T --> O± 
and as t --> 0+, the spontaneous magnetization goes to zero like [t/ln t)1/8. ' 

1. INTRODUCTION 

T HE theoretical difficulties involved in the study 
of phase transitions, the consequent lack of 

any general rigorous approach, and the inadequacies 
of approximate treatments of the problem, have led 
people to formulate models, no matter now far 
removed from reality, which can be analyzed exactly 
and which exhibit phase transitions, in the hope 
that in so doing some light may be shed on the 
intricacies of the transition region. 

The most instructive model in this respect, and 
one which has received a good deal of attention over 
the years, is the Ising model, for which we have the 
now classical Onsager solution in two dimensions.1

•
2 

The three-dimensional model has so far not yielded 
to exact analysis, but a good deal of information 
has accumulated in recent years as a result of the 
successive approximation work of Domb, Sykes, 
Fisher, Baker/ etc. Various modifications of the 
two-dimensional model have been treated, perhaps 
the most interesting of which are the decorated 
models of Fisher,4 and more recently of Syozi.5 

The decoration in each case is performed by placing 
on each bond of the Ising lattice, another spin which 
is allowed to interact only with the Ising spins at 

* Supported by AF contract No. AF-AFOSR-61 0-64, 
Theory of Solids. 

t Present address: The Rockefeller University, New York, 
N.Y. 

lL. Onsager, Phys. Rev. 65, 117 (1944). 

the ends of the bonds. By summing over the spins 
of the decorating system, the partition function 
of the decorated lattice can be reduced to that of 
the underlying Ising lattice with modified coupling 
constant. Fisher decorated with spin one-half's (i.e., 
Ising spins p, = ±1), and by a judicious choice of 
coupling, he was able to obtain the partition func­
tion for his decorated lattice in an arbitrary mag­
netic field from the Onsager solution. This, of course, 
supplemented the original Onsager solution which 
was obtained in the absence of external fields. As 
for the ordinary plane Ising model, Fisher's model 
has a logarithmic singularity in the specific heat. 
Syozi's modification was obtained by decorating 
with spin-one's (i.e., p, = -1, 0, + 1), and by 
adjusting the sum over decorated sites L: p,2, Syozi 
finds that the logarithmic singularity in the specific 
heat can be replaced by a cusp with vertical tangent 
at the critical point. 

In the present work we consider a plane Ising 
model decorated with continuum spins rather than 
with discrete spins. As for the discrete case, the 
partition function is expressed in terms of the On­
sager solution by first integrating out the continuum 
spins. The model is defined in the following section 
and its critical behavior, which is essentially the 
same as for Syozi's model, is examined in Sees. 
3,4, and 5. 

2. THE MODEL 
2 For reviews, see G. F. Newell and E. W. Montroll, Rev. 

Mod. Phys. 25, 353 (1953), and C. Domb, Adv. Phys. 9,151 The underlying lattice is two-dimensional with 
(1960). d 

3 For reviews, see M. E. Fisher, J. Math. Phys. 4, 278 n rows an n columns, and at the intersection of 
(1963), and C. Domb, Ref. 2. the ith row and jth column [vertex (i, j)] there is 

4 M. E. Fisher, Proc. Roy. Soc. (London) A254, 66 (1960); an Ising spin ".',,' = ±1, and between vertices 
A256,502(1960). ,.. 

61. Syozi, Progr. Theoret. Phys. (Kyoto) 34, 189 (1965). (i, j) and (i, j + 1), and (i, j) and (i + 1, j) are 

531 
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continuum spins - co < Xi.f < CO, and - co < 
Y',f < co, respectively. We distinguish two cases: 
Gaussian: the Xi'; and Yi'; are normally distributed 
with zero mean and unit variance, and spherical: 
the Xi,f and Yi'; are constrained to lie on the sur­
face of a 2N-dimensional sphere, i.e., 

E (X~.i + Y~.i) = 2N, (1) 
ii 

where N = n2 is the total number of Ising spins 
(and one-half of the total number of continuum 
spins), after Berlin and Kac,6 who have considered 
models made up solely of these continuum spins 
(the Gaussian and spherical models, respectively). 

We allow only nearest-neighbor interactions be­
tween Ising and continuum spins so that the model 
Hamiltonian is given by 

H = -J E (Xi,i[l-'i,i + 1-'.,;+1] 

+ Yi,i~i.i + I-'I+1,i])' (2) 

where J is some coupling constant. For convenience 
we choose periodic boundary conditions 

The partition function for the system is given by 

Z2N = Pi~"'1 A~( IT i: dX',i dYi,i)f(X, y)e-
PH

, (3) 

where for the Gaussian case 

A~N = (2'nY; f(x, y) = exp [-i E (X~,i + Y~,i)] (4) 

and for the spherical case 

A;N = 2(7rY (2N)N-l /r(N) ; 
(5) 

f(x, y) = 8(2N - E (X~.i + Y~,i»' 
We are ultimately interested in the free energy 

per (continuum) spin, F in the limit N ~ <Xl, given 
by 

-fJF = lim (2N)-1 In Z2N (6) 
N .... '" 

and the resulting thermodynamical quantities; the 
internal energy per spin defined by 

U = J d(fJF)/dK 

and the specific heat per spin by 

(7) 

3. GAUSSIAN CASE 

The analog of Fisher's summation over the dec­
orating system here is the evaluation of the Xi,f, 

Yi,f integrals in (3), which are readily performed 
using i: dx e-·"·+&.o = (~Y eb

'/
4

• (9) 

with the result (remembering that I-'~.f = 1) 

Z2N = exp [2NK2 + In Z1(~)], (10) 

where 

Z1(z) = E exp [z E l-'i,;{l-'i.i+1 + I'H1,i)] (11) 
PI.I-U 

is the partition function for the plane Ising model 
(with coupling constant z/fJ). 

The free energy per spin by (6) is given by 

- fJF = K2 - ifJF1(K2
) (12) 

and the internal energy (7) and specific heat (8) 
per spin by 

(13) 

and 

C = 2kK2 - (kK2/J)U1(K
2

) + 2C1(K
2), (14) 

respectively, where F1(z), U1(z), and C1(z) are the 
usual plane Ising-model free energy, internal energy, 
and specific heat per spin respectively, given by1 

-fJF1(z) = lim N-1 In Z~(z) 
N .... '" 

= In (2 cosh 2z) 

+ 21 1" In l(1 + vI - l sin2 B) dB, 
7r 0 (15) 

U1(z) = J d(fJF1(z»/dz 

= -J coth (2z)[1 + (2/7r)K'K(K)], (16) 

and 

C1(z) = -kz2 d2(fJF1(z»/dl 

= (2kl/7r)(coth 2z?{2K(K) - 2E(K) 

- (1 - K')[i7r + K'K(K)]}, (17) 

C = -kK2 d2(fJF)/dK2, (8) where 

where K = fJJ. 
In the following section we consider the Gaussian 

case. This serves to illustrate the basic method and 
enables us to summarize the Ising model results 
which are needed in Sec. 4 for the treatment of the 
more interesting spherical case. 

IT. H, Berlin, and M. Kac, Phys. Rev. 86, 821 (1952). 

K = 2 sinh 2z/ cosh2 2z, (18) 

K' = 2tanh2 2z - 1, l + K,2 = 1, (19) 

and K(K), E(K) are the complete elliptic integrals 
of the first and second kind given by 

(20) 
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and 

(21) 

It is immediately obvious that the critical be­
havior of the Gaussian case is the same as that of 
the plane Ising model, the latter coming from the 
singularity 

K(K) f""oJ In (4jK') as K' ---+ 0 (22) 

in the elliptic integral of the first kind. Thus the 
critical temperature T~ = J IkK~ of our model 
is determined from 

K' = 2 tanh2 (2K~') - 1 = 0, (23) 

which is the same as for the plane Ising model 
with K2 in place of K, and in the neighborhood of 
T~ we have 

-U/2J f""oJ V2(1 + at In It I) + K~ (24) 

and 

C f""oJ In It I (25) 

as t = T - T~ ---+ 0, where a is a constant. 

4. SPHERICAL CASE 

If we employ the representation of the delta 
function 

1 1'00 (l(x) = -2' . dq e·~ 
n -tCO 

(26) 

for the spherical constraint (5) and substitute it 
into (3), the x, oi, y, oi integrals can be performed 
using (9) of the previous section with the result 

(27) 

where a is chosen so that all the singularities of the 
integrand as a function of q are to the left of the 
line q = a, and Z~(z) is the plane Ising partition 
function defined by (11). In the limit N ---+ co the 
integral in (27) can be performed by the method 
of steepest descents with the result 

-(3F = ![G(q.) - 1 - In 2], (28) 

where 

G(q) = 2q - In q + K2/q - (3F1(K2/2q), (29) 

F1(z) is the free energy per spin of the plane Ising 
model, given by (15) and the saddle point q. (if it 
exists) is determined from 

(CJGjaq) •• = 0, (30) 

In terms of the quantity z 
point is given by 

K 2/2q, the saddle 

(
CJG) K2 1 1 
- = --2 + - + 2 - - U1(z.) = 0, 
CJz.. z. z. J 

(31) 

where U1(z) is the internal energy per spin of the 
plane Ising model given by (16). As a function of 
liz, - U1(z)/2J is antisymmetric about the origin 
with 

lim [-21J UI(Z)] = ±1, 1/ __ 0::1: 

and as liz ---+ co it decreases monotonically to zero. 
It is therefore clear that (31) has a unique positive 
solution z. which is a continuous function of K 
for all finite K. In addition, it is easily shown that 
z. > 2K2, and that as T ---+ O+, Z~l ---+ 0+ and K ---+ co 

in such a way that K/z. ---+ 2, and that as T ---+ co, 

Z~l ---+ co, and K ---+ 0 in such a way that K2 I z. ---+ 1. 
Using (31) and (7), we find that the internal 

energy per spin is given by 

U = - J[K/z. - K- 1
] (32) 

and since z. is a continuous function of temperature, 
so is U. The specific heat per spin C is obtained 
straightforwardly from (8) and (32) with the result 

C = kK2[1 + 1..- - K dz.] (33) z. K2 z! dK ' 

where, on differentiating (31) with respect to K 
and using the definition (17) of the plane Ising 
model specific heat Cr(z), 

dz./dK = 2Kz./(2K2 
- z. + z.Cr(z.)k- 1

). (34) 

Since 2K2 - z., z., and z.Cr(z.)lk are all positive, 
the denominator of (34) is always positive. Cr(z.) 
moreover is a continuous function of z. and con­
sequently of temperature which goes to infinity like 
In Iz. - z •• 1 [cf. (25)] in the neighborhood of the 
Ising critical point defined by 

2 tanh2 (2z •• ) = 1, i.e., z •• = 0.4406868. (35) 

At this point dz.ldK ---+ 0 continuously and it follows 
that the specific heat given by (33) is a finite con­
tinuous function of temperature. 

It remains to examine the slope of the specific­
heat curve as a function of temperature in the 
neighborhood of the critical point defined by (35). 
Substituting (35) into (31) and using (16) we find 
first of all that the critical temperature T: is given 
by 

(36) 
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FIG. 1. Specific heat versus reduced temperature.--­
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and that in the neighborhood of T:, using [cf. (24)] 

- U1(z)/ J "" V2(1 + ax In Ixl) (37) 

in (31), 

X"" t/In Itl, (38) 

where x = z •• - z., and t = T: - T. Using (38), 
it is then a straightforward matter to show that 

C(z.) [K:' + 1 J b -k- "" z:- - In It I as t ~ 0, (39) 

where b > 0 is a constant, and as a consequence that 
the specific heat has a cusp at T: with slope going 
to ± 00 like l/t[ln Itl12 as t ~ O±. A rough sketch 
of C(z.)/k versus reduced temperature T /T: is given 
in Fig. 1 where we have also shown for comparison 
in broken lines the corresponding curves for the 
two-dimensional spherical and Ising models. 

5. SPONTANEOUS MAGNETIZATION 

With an external magnetic field B acting on both 
Ising and continuum spins (which we assume for 
simplicity to have identical magnetic moments p.), 
the term 

H' = -p.B L: (x •. ,· + Y',i + P. •• i) (40) 

is added to the Hamiltonian (2), and with the 
modified Hamiltonian in place of (2), the partition 
function Z2N(K, B, p.) is given by (3), the free 
energy per particle F(K, B, p.) by (6), and the 
spontaneous magnetization is defined by 

M(K, p.) = l~ {-a~ [BF(K, B, p.)]}. (41) 

To evaluate Z2N(K, B, p.) we proceed exactly 
as before, evaluating the Xi oi, Y. ,j integrals using 
(9), with the results 

Z2N(K, B, p.) = exp [N(2K2 + L2) 

+ In Z1(K\ B, p.(1 + 4K»] (42) 

for the Gaussian case, and 

1 j"'+'O> Z2N(K, B, p.) = '/I'N(A;N)-l----: 2 ,dq 
1rt. a-la) 

. exp [ 2N q - N In q + ~ (2K2 + L 2) 

+ In ZJ(~: ,B, p.(1 + 2:)) J (43) 

for the spherical case, where L = (3B, and ZJ(z, B, il) 
is the plane Ising model partition function in a 
magnetic field B, with il the magnetic moment per 
Ising spin. It follows immediately that the spon­
taneous magnetization for the Gaussian case is 
given by 

MG = tM1(K
2

, p.(l + 4K» 

and for the spherical case by 

(44) 

M. = tM1(z., p.(1 + 4z./K» (45) 

where MI(z, il) is the spontaneous magnetization of 
the plane Ising modef 

_ _[COSh2 (2z) . 2 J1/8 
M1(z, p.) = p. sinh4 (2z) (sinh (2z) - 1) (46) 

and z. is given by (31), It then follows that Mo 
has the same critical behavior as M I , namely 

Mo"" tllS as t = T: - T ~ O+, (47) 

with T~ defined by (23), but for the spherical case, 
using (38), 

M. "" xl/S 
"" (t/In It!)lIS as t = T: - T ~ 0+ (48) 

with T: given by (36), and x = z. - Z •• , with 
z •• given by (35). 
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If one of the Ruse vectors of a field is assumed to be a geodesic having nonvanishing divergence 
IJ, curl w, and complex shear (I, the only vacuum metrics that exist are found to be of the cylindrical 
type, where the geodesic rays obey IJ2 + w2 = u~. 

I. INTRODUCTION 

A congruence of null geodesics in a hyperbolic 
Riemannian space-time can be characterized 

by its divergence, curl, and complex shear, here de­
noted by 6, w, and u, respectively.l.2 Such a con­
gruence is defined by any empty-space solution of the 
Einstein field equations possessing a family of 
geodesic rays (i.e., principal null directions of the 
Riemann tensor, also known as Ruse vectors). It 
is convenient to classify these solutions according 
to the vanishing or nonvanishing of the divergence 6, 
the curl w, and the shear u of the geodesic rays. 
Table I exhibits the various classes.3

-
6 

The first classification given in Table I, that of 
divergence, curl, and shear-free metrics, was solved 
by Kundt in 1961.3 By removing the restriction 
divergence = 0, Robinson and Trautman' found 
closed form solutions for the class of metrics ad­
mitting a family of hypersurface orthogonal shear­
free null curves. However, line singularities occur 
in the radiation solutions. It was expected that the 
removal of two restrictions, divergence = ° and 
shear = 0, would lead to an interesting gener­
alization of the Robinson-Trautman solutions. New­
man and Tamburino5 calculated the curl-free 
metrics, but found only a very restricted class of 
solutions, containing no arbitrary functions. Kerr6 

removed the conditions divergence = 0, curl = ° 
and found the class of shear-free metrics. 

The removal of all three restrictions corresponds 
in principle to a broad subclass of Petrov type I 
nondegenerate fields. The specialization, suggested 

* Supported by Aerospace Research Labs., Office of Aero­
space Research, U. S. Air Force. 

1 E. Newman and R. Penrose, J. Math. Phys. 3, 366 (1962). 
I R. Sachs, Proc. Roy. Soc. (London) 264, 309 (1961). This 

interesting paper develops many theorems and geometrical 
concepts relevant to the present calculations. 

I W. Kundt, Z. Physik 163, 77 (1961). 
4 I. Robinson and A. Trautman, Proc. Roy. Soc. (London) 

265, 463 (1962). 
6 E. Newman and L. Tamburino, J. Math. Phys. 3, 902 

(1962). 
6 R. Kerr, Phys. Rev. Letters 11, 237 (1963). 

TABLE I. Metrics with geodesic rays.A 

Number Class Reference 

IJ w (I 

1 0 0 0 Kundt3 

2 0 0 ~O Not allowed by field equations 
3 0 ~O 0 Not allowed by field equations 
4 ~O 0 0 Robinson and Trautman' 
5 0 ~O ~O * 6 ~O 0 ~O Newman and Tamburino' 
7 ~O ~O 0 Kerrs 
8 ~O ~O ~O * 

• The cases speciaJly considered in this paper are denoted by an asterisk. 
A few authors are also listed, however their ana.Jyses were not meant to 
be exhaustive in every case. 

by Sachs,2 consists in the assumption that one of 
the Ruse vectors of the Riemann tensor is a geodesic. 
Sachs derived some theorems concerning this subset 
of the algebraically general metrics, and showed 
the class is not empty by exhibiting a solution. He 
points out, however, that the solution merely serves 
to show there exist algebraically general metrics 
with geodesic rays, belonging to class 8, Table 1. 
The example itself is not physically interesting, 
since the metrics given are static and cylindrically 
symmetric, in which the rays obey 62 + w2 = uO'. 

The authors, in attempting to solve for all metrics 
having nonvanishing divergence, curl, and shear, 
but with geodesic rays, have found that this class 
is "almost empty." The fields all belong to the 
special (and uninteresting) category in which the 
rays are restricted by 62 + w2 = uO'. 

n. THE FIELD EQUATIONS 

The calculations were done using a form of the 
empty space Einstein field equations developed by 
Newman-Penrose1 (hereafter referred to as NP). 
The NP equations are essentially linear combinations 
of the equations for the Riemann tensor expressed 
in terms of either Ricci rotation coefficients, or in 
terms of the spinor affine connection. For a complete 
derivation and discussions of the NP equations 
and examples of their use, the reader is referred 

535 
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to Ref. 1 and to summaries in later publications.a•7 Z-' = Z", mI" = m'" + B(xA)Z"', 
(2.8) A brief summary of the necessary results will be II' 

n = n'" + B(xA)m'" given here. 
A family of null hypersurfaces u = XO = const is + B(xA)fli" + B(xA)B(x"')l". 

introduced into the normal hyperbolic Riemannian 
manifold, so that8 

g'''u.",u., = o. (2.1) 

The second coordinate is an affine parameter r = Xl 

along the null geodesics which lie in each hyper­
surface. Two parameters x2

, x3 are necessary to 
label these null geodesics. A tetrad may be associated 
with the coordinate system. The first tetrad vector 
Z", if! tangent to the congruence of null geodesics. 
Another null vector nil may be chosen, pointing 
out of the u hypersurfaces, normalized by Zpn'" = 1. 
Finally, two spacelike vectors a'" and b" are chosen, 
orthogonal to Z"', n", and each other. Instead of 
the real spacelike vectors a" and b'" it is convenient 
to use the complex "null" vector 

(2.2) 

The four null tetrad vectors I", n", m", and fli" satisfy 
the orthonormality relations 

Z,.n'" = -m"m" = 1, 

In NP, 12 complex functions p, U, 01, ••• named 
"spin coefficients" are defined in terms of the 
tetrad. In this paper the following five spin coef­
ficients are used: 

Five complex tetrad components of the Weyl tensor 
are defined as 

""0 = C la ~lT 3 
- a~T3 m m, 

.1. C La ~LT a 
'Yl = - a~Ta n m, 

""2 = -!CaPTa(lan~Fna + lan~mTiii'), 
""3 = C a~Tazanfln 7 ma

, 

.1. C a -~ T-a 
Y'4 = - a~Tan m n m . 

(2.9) 

The Maxwell stress tensor is also resolved on the 
tetrad: 

Z"Z" = n"n" = m,.m" = m"m" = Z",m" 

= l"m" = n"m" = n"fli" = 0, 

and-therefore have the form 

(2.3) CPo = F",.rm', CPl = !F",,(l"n' + iii"m') , 

cP~ = F ", m"n' • 
(2.10) 

(2.4) 
n'" = U~i + XA~;. 

The completeness relation 

(2.5) 

permits us to express the metric in terms of the 
tetrad components. The following freedom in the 
choice of tetrad will be used later to simplify 
solutions: the spatial rotation 

Z'" = Z\ n'" = n"', m"" = m"e.iC , (2.6) 

which depends on one real parameter C(xA
), the 

combined tetrad-coordinate transformation 

Z"" = [b(xA)rlZ"', r' = b(xA)r, 

and the so-called null rotation 

(2.7) 

The ",,'s, cP's, spin coefficients and components 
of the tetrad constitute the variables of the NP 
equations. For convenience in our calculations, we 
group these variables into the following matrices: 

M = [; ;l' M = transpose of M, 

T = [:l, A = [;l' B = [:l ' (2.11) 

EA = [~l ' W = [:l' F = [~:l ' G = [:J. 
Not all of the NP equations are needed for the 

calculations in this paper. The equations that will 
be used here may be written as 

aMjar = M2, 

aTjar = MT + F, 
7 E. Newman and T. Unti, J. Math. Phys. 3, 891 (1962). Aj M-A + G 
a Range and Bummation convention: lower-case Greek a ar = , 

(2.12a) 

(2.12b) 

(2.12c) 

(2.12d) 

(2.12e) 

letters (1', II, ",),0, 1,2,3; lower-case latin letters (k, m, .•. ), !lEAj!lr = MEA, 
2, 3i upper case latin (A, B, ..• ) 0, 2, 3. A comma denotes (J (J 

partlal differentiation, a semicolon denotes covariant dif-
, ferentiation, and a bar denotes complex conjugate. aw jar = MW - (A + B), 
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ay,l/ar = 4py" 

aY,2/ar = 3pY,2 + w(ay,l/ar) 

(2.13a) physical interest since the metrics contain no 
arbitrary constants. For case 5, Eq. (2.12a) reduces 
to the coupled equations 

+ ~A(aY,l/axA) - 2ay" + 2/14>,iP" 

aq,,/ ar = 2/14>1, 

f'(aY,,/aXA) - 2f1Y" + 4y,,(pw - r) 

+ 3UY,2 + 2uq"iP, = o. 

(2.13b) 

(2.14) 

(2.15) 

Equations (2.12) are first-order differential 
equations for the radial dependence of the spin 
coefficients. Equations (2.13) are Bianchi identities, 
Eq. (2.14) is a Maxwell field equation, and Eq. (2.15) 
may be considered a consistency relation which 
must be obeyed by the variables. [In NP it is shown 
that Y,o = 0 is the necessary and sufficient condition 
that ll' is tangent to a geodesic ray. This has been 
taken into account in converting the NP equations 
into Eqs. (2.12)-(2.15).] 

The spin coefficient p can be expressed in terms 
of the divergence and curl of ll', asl 

p = t( -l~" + i curill') 

where 

For simplicity of notation, we define 

p = 6 + iw, 

(2.16) 

(2.17) 

and call 6 the "divergence" and w the "curl" of 
the geodesic congruence. Strictly speaking, 6 and w 

are only proportional to the divergence and curl, 
respectively, with the proportionality factors given 
by 

6 = -t(div l,J, w = t(curll,J. (2.18) 

In the following section, Eqs. (2.12)-(2.15) are 
solved under the general assumption that the 
determinant of M IS nonzero. For the other (de­
generate) case 

detM = pp - uu = 0, 62 + w2 
= uu. (2.19) 

This we refer to as the "cylindricity condition," 
since when 62 + w

2 = uu r!' 0, there is a single 
direction in which the rays do not spread out.2 

The authors were originally interested in finding 
all the nondegenerate (i.e., det M r!' 0) solutions 
of class 8, Table 1. As shown in Section III, no 
such metrics exist. For completeness, the other 
"algebraically general metrics with geodesic rays" 
of Table I were then examined. Case 6 is of no 

i aw/ar = _w2 + uu = 0, au/ar = 2iwu, 

which implies the cylindricity condition (2.19) 
since 6 = o. Case 7 is algebraically special, as are 
cases 4 and 1. It may be emphasized that the 
authors did not solve for the fields constrained by 
the cylindricity condition, det M = 0, since the 
far field of a cylindrical metric does not correspond 
to that of a radiative source.2 

The equations (2.12)-(2.15) were first solved in 
the absence of a Maxwell field. When it was found 
that the only vacuum fields with geodesic rays, 
having 6, w, CT r!' 0, were of the cylindrical type, 
Maxwell fields of the class q,o = 0 were included for 
greater generality. But in this case also interesting 
solutions were found not to exist. 

m. CALCULATIONS 

All the integrations of Eqs. (2.12), (2.13a), and 
(2.14) are with respect to r, so the "constants" 
of integration will be arbitrary functions of u, x2

, 

and x3
• A zero superscript will be used to indicate 

that the function is independent of r. 
The general solution of Eqs. (2.12b)-(2.12e) can 

be written down, since by Eq. (2.12a) 

(3.1) 

where 1 is the 2 X 2 unit matrix. Hence if Eq. (2.12b) 
is multiplied by M-' we have 

M-'(aT/ar) 

= a(M-'T)/ar + T = T + M-'F, 

T = M(J M-'F dr + TO). 
(3.2) 

Since Eq. (3.1) also holds for the transpose of M, 
Eqs. (2.12c)-(2.12e) are solved similarly. 

The integration constant TO(x A
) may be trans­

formed away by the null rotation Eq. (2.8). It is 
seen by the definition of r in terms of the tetrad that 

T' = T + MB, where B == [~l 

under the null rotation. Applying this to Eq. (3.2) 
we may eliminate 
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The solution of Eq. (2.12a) is 

M-1 = _ [r + pO ° 1 
0'0 r: / . (3.3) 

The real part of / may be eliminated by shifting 
the origin, r' = r + RO(xA

). Using the spatial 
rotation Eq. (2.6) to make qO pure imaginary, and 
introducing a convenient parameter b(xA

) by Eq. 
(2.7), we obtain from Eq. (3.3) 

p= 
r + ibc 

r2 + b2(C2 
_ 82

) , 

ib8 
(3.4) 

where c and 8 are arbitrary real functions of xA
• 

The problem may now be divided into three 
parts: group (1) c = 8 ~ 0, group (2) 8 < c, group 
(3) 8 > c. If either c or 8 vanish everywhere the 
field reduces to one of the first seven cases listed 
in Table I and already discussed. For group (1) 
the integrations are easily performed with b = 1, 
and it is found that Eq. (2.15), the "consistency 
relation," cannot be satisfied. Therefore no such 
solutions exist. In group (2) the parameter b was 
set equal to (c2 

- i)-I, while in group (3) it was 
set equal to (82 

- c2)-t. It was a calculational aid 
to substitute 

r=tanl (3.5) 

for group (2). For group (3) the equivalent substi­
tutions are 

r = tanh I for 0 < r ~ 1, 

r = coth I for 1 < r. (3.6) 

In the remainder of the paper, the calculations 
will be performed only for group (2). For group(3) 
the calculations were done in an exactly analogous 
way to the steps for group (2), and the same result 
was found. 

For group (2), then, we make two more convenient 
definitions: 

8 

(3.7) 
p2 _ q2 = 1. 

[The "constants" p(xA
), q(xA

) may be considered 
trigonometric functions of an angle cp(xA

).] 

When the above substitutions are used in Eq. 
(3.4), the result is 

p = -cos 1(8in 1+ ip cos 1), (3.8) 
q = iq cos2 I. 

Equation (3.2), the prototype for the solutions 
of Eqs. (2.12b)-(2.12e), may also be written in 
terms of the "angle" l(xA

), since by definition (3.5), 
dr = sec2 I df. The integrations of Eqs. (2.12b)­
(2.12e), (2.13) and (2.14) are then straightforward 
but tedious. The spin coefficients, tetrad components, 
etc., are found to be rather unwieldly functions 
of I, p, q, and "constants" of integration. The 
simplest solutions are those of the scalar equations 
(2.13a) and (2.14), yielding 

1/11 = 1/I~e-4ip! cos4 I, 

q,1 = q,~e-2iP! cos2 I. 

The other variables have more terms, ranging 
from three terms for ~A to about seventy terms 
for 1/12. When the variables obtained from the 
integrations are substituted into the consistency 
relation Eq. (2.15), it is found that Eq. (2.15) can 
only be satisfied if 1/11 and q,1 vanish. 

IV. DISCUSSION 

If 1/10 = 0 (by assumption, so that the field has 
geodesic rays) and 1/11 = 0 [by Eq. (2.15)], then the 
space is algebraically special by the Goldberg-8achs 
theorem.1 Hence the generality is lost. In attempting 
to find fields with geodesic rays belonging to classes 
5 or 8, Table I, it is discovered that the only such 
fields that exist are restricted by (l + w

2 = qq. 
This "cylindrical condition" makes them physically 
uninteresting (hence the authors have not solved 
for these metrics explicitly). In summary: Except 
for the Newman-Tamburin06 metrics which contain 
no arbitrary functions, algebraically general fields 
with geodesic rays all obey the restriction fl + 

2 _ 
W = qq. 
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General formulas are developed for overlap integrals between Slater-type atomic orbitals of arbitrary 
integer quantum numbers (nlm) and parameter values p = !R(r + r'), 'T' = (r - r')/(r + r'). The 
overlap integrals are expressed as finite trilinear forms of powers of p and certain auxiliary functions 
I ,,~( 'T'p), Jp,A( T). The auxiliary functions are related to confluent hypergeometric functions and Jacobi 
polynomials, respectively, and stable recurrence procedures for their evaluation are given. The method 
is practical for use with an electronic computer and, even for high orbital quantum numbers the 
loss in significant figures is found to be small for all parameter values. The overlap integral bet~een 
two atomic orbitals (Anlm) and (Bn'l'm') is shown to be proportional to RAB 11-1'1. 

INTRODUCTION 

OVERLAP integrals are of importance in mo­
lecular quantum mechanics, when electronic 

wavefunctions are expressed in terms of atomic or­
bitals. Not only do they determine the metric of 
all algebraic operations in this nonorthogonal basis, 
but they also play an important role for the under­
standing of chemical binding and, frequently, are 
used in calculating various interatomic energy con­
tributions. An adequate mathematical understand­
ing as well as reliable and rapid methods of evalua­
tion are therefore essential. 

Although closed expressions are well known for 
the simpler cases,l generally applicable formulas or 
recurrence schemes would be preferable. Particularly 
desirable would be methods avoiding such defects 
of certain closed expressions as the loss of significant 
figures in certain argument ranges. For Slater-type 
atomic orbitals, two general approaches have been 
suggested previously, one by Roothaan,2 another 
by Miller and Browne.3 But there remains consider­
able room for improvement. 

* Work performed in part in the Ames Laboratory of the 
Atomic Energy Commission, Contribution No. 1550. This 
work was supported by National Science Foundation, Grant 
G 10351 and Grant GP 129. 

t On leave of absence from Tokyo Institute of Technology, 
Tokyo, Japan. 

1 See for example: R. S. Mulliken, J. Chern. Phys. 17, 1248 
(1949); C. C. J. Roothaan, ibid. 19, 1445 (1951); K. Rueden­
berg, C. C. J. Roothaan, and W. Jaunzemis, ibid. 24, 201 
(1956); and Technical Report, Laboratory of Molecular 
Structure and Spectra, Department of Physics, The Uni­
versity of Chicago (1952-1953), Part 2; M. Kotani, A. 
Amemiya, E. Ishiguro, and T. Kimura, Table of Molecular 
Integrals (Maruzen, Tokyo, 1955); H. Preuss, Integraltajeln 
zur Quantenchemie (Springer-Verlag, Berlin, 1956, 1957, 1960), 
Vols. I, II, and IV; A. Lofthus, Molecular Phys. 5, 105 (1962). 

• C. C. J. Rootnaan, J. Chern. Phys. 24, 947 (1956). 
3 1. Miller, and 1. C. Browne, Technical Report, Molecular 

Physics Group, The University of Texas (1962). 

In the present note it is shown that overlap inte­
grals between Slater-type atomic orbitals of arbitrary 
integer quantum numbers (nlm) can be reduced to 
confluent hypergeometric functions and certain poly­
nomials, similar to Jacobi polynomials. A method 
of evaluating is outlined which has proved practical 
for use with an electronic computer. The derived 
expressions contain R II-I' I as a factor in the overlap 
integral S, and this circumstance makes them con­
venient source functions for the Poisson equation 
!l.C = -411"S which, in the subsequent paper, is 
used to find expressions for the Coulomb integrals C. 

1. OVERLAP INTEGRALS BETWEEN s ORBITALS 

1.1 Reduction to Auxiliary Functions 

Let 

(AnOO) = (2rri[411"(2n) !rtr~-l exp (- rr A) (1.1) 

be a normalized, Slater-type 8-atomic orbital, with 
orbital exponent r, centered on point A (r A being 
the distance from A). Let (Bn'OO) be another atomic 
orbital of the same type, with orbital exponent r' 
and centered on a point B located at a distance 
R from A. The overlap integral 

S~~? = J dV(AnOO)(Bn'OO) 

is most conveniently evaluated in elliptic coordinates, 
given by 

~ (rA + rB)/R, 71 = (rA - rB)/R, 

azimuthal angle around A - B axis, (1.2) 
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and can be written as 

where 

so that use can be made of the many recurrence 
relations known for the latter. It is however ad­
vantageous to formulate the overlap integral in 
terms of the functions I all' 

t"oo = 2"nl (2n)lr1, 

T _,(p, T) = (n! n,!)-l(ip)"+"'+1 

(1.4) 1.2 Properties of Auxiliary Functions 

X 1'" d~ 11 d7J(~ + 7J)"(~ - 7J)'" e-pt-~n, 

The following properties are readily verified by 
reference to the confluent hypergeometric functions4 

(1.5) or, also, by direct mathematical methods: 
1 -1 

and 

p = iR(r + f'), T == (r - r')/(r + r'). 
The functions T, while being of the same order of 
magnitude as the overlap integrals S, are more con­
venient for mathematical and numerical manipula­
tion. Similar functions have been used previously 
by Roothaan/ who also found, using integration 
by parts, the recurrence relation 

Tall = iT a-l,1l + iT .. ,{l-1 + lia{l, (1.7) 

lia{l = [p,,+{l/(a + (3 + 1)1] e-PI,,{l(Tp), (1.8) 

where 

I a{l(X) = [(a + (3 + 1) Va! {312a +{l+I] 

X [11 d7J e-"'·(1 + 7J)"(I - 7J)fl. (1.9) 

An explicit form can be derived as follows. Making 
the substitution 8 = ~ - 1, we obtain 

T .... , = (n! n,!)-l(!p)"+ft'+l t t (n)(n') e-P 

a-O {l-O a \8 

X 1'" ds s"+"'-a-fJ e-P' 11 d7J(I + 7J)"(1 - 1J)fJ e-TP
' 

o -1 

T"". = e-P L: L: n n - a - {3 " ,,' ( + ' ) 
,,-0 11-0 n - a 

a+fJ 
p I ( ) 

X (a + (3 + I)! 2,,+1>'-,,-11 afJ TP, (1.10) 

an expression which indeed satisfies the recurrence 
formula (1.7). 

The evaluation of the s-type integrals is therefore 
reduced to that of the auxiliary functions I,.{l(x) of 
Eq. (1.9). We note that these functions are related 
to the confluent hypergeometric functions4 .p(a, c; x) 
by the relation 

I aix) = e-"'.p({3 + 1, a + (3 + 2; 2x), (1.11) 

4 Bateman Manuscript Project, Higher Transcendented 
Functions edited by A. Erdelyi, W. Magnus, F.Oberhettinger, 
and F. G. Tricomi (McGraw-Hill Book Company, Inc., New 
York, 1953), Vol. I, p. 248. 

(1.12) 

(1.13) 

(1.14) 

where I,. is the modified Bessel function of the 
first kind, Ip(x) = (i)-P J,.(ix). Introducing the series 
expansion of the latter yields 

~ 2k(k + a) (20: + 1)1 
I"a(x) == f='o x a (20: + 2k + 1)1' (1.15) 

This series can be considered as a special case of 
the general serieso 

I () - -T'" ~ k [ 2x J~ (a + (3 + I)! 
afJ x - e f='o Call (a + (3) (a + (3 + k + 1) I ' 

'Y = (a - (3)/(a + (3), (1.16) 

c!fJ = t (_l)ia~-i{3i(a ~ i)({3 +; - i), 

because 

c!" = {2.(a ~ n), ~ k - even, (1.17) 

0, if k = odd. 

It results by expanding the exponential in definition 
(1.9) in terms of powers of (7J - 'Y), which is sug­
gested by the fact that 7J = 'Y is the maximum of 
the function which multiplies the exponential in 
the integrand of that equation. Other special cases 
are 

I () - -", ~ (2)k (a + I)! 
,,0 x - e f.:'o x (a + k + 1)' ' (1.18) 

I ( ) z ~ ( 2)k ({3 + I)! 
oIl x = e f.:'o - x ({3 + k + 1) '" (1.18') 

There exist infinitely many distinct recurrence 
relations for the functions I all' If the latter are rep­
resented by grid points, as in Fig. 1, the use of these 
recurrence relations can be indicated by diagrams. 
The figure illustrates the following selected formulas: 

Iall = (I"-I.fJ - I",(J-1)(a + {3 + 1)/2x, 
Ii This series is not given in Ref. 4. 

(1.19) 
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1a(l=1 a.(I-l 

+ 1 a+l.(l2x(a+l)/(a+p+l)(a+p+2), (1.20) 

1a (l = 1a - 1 .(I 

- 1 a.(I+12x(p+l)/(a+p+l)(a+p+2), (1.21) 

1a(l = [(a+l)1a+1 .(I+<P+l)1a.(I+l]/(a+p+2), (1.22) 

1 a(l = [1-2x/(a+p+2)]1 a.(I+1 

+ 1 a.(I+22x<p+2)/(a+p+2)(a+p+3), (1.23) 

1 a(l = [1+2x/(a+p+2)]I a+l.(I 

- I a+2.(l2x(a+2)/(a+p+2)(a+p+3) , (1.24) 

1 a(l = [1 +2x(p-a)/(a+p+2)(a+p+4)]I a+l.(I+1 

4x2(a+2)(P+2) 
+ (a+p+3)(a+p+4)\a+p+5) 1 a+2.(1+2· (1.25) 

Furthermore one has the special cases 

I aD = (I a-l.0 - e-"')(a + 1)/2x, 

10(1 = (e'" - I O.(I-l)(P + 1)/2x, 

(1.26) 

(1.27) 

Iaa = I a+1 •a+1 + Ia+2.a+2x2/(2a + 3)(2a + 5). 
(1.28) 

1.3. Evaluation of Auxiliary Functions 

Required is, for a fixed value of x, a complete 
table of Ia/s for 0 :::; a :::; A, 0 :::; P :::; B, where 
A and B are certain maximum values. By using Eq. 
(1.13) it is always possible to give x a positive value 
and this is assumed to have been done in the fol­
lowing description of a procedure which does not 
loose significant figures. 

In any case, the last row, given by a = A, P = 0 
to B, is constructed first, whereupon the rest of 
the table is obtained without subtraction by vertical 
backward recurrence using alternately Eqs. (1.19) 
and (1.22). For the calculation of the last row two 
different paths have to be followed depending upon 
whether fJ is larger or smaller than [C(x) - A-I], 
where C(x) is the integer obtained by rounding off 
2x, i.e., the integer lying between (2x - t) and 
(2x + t). 

First Case: fJ :::; C(x) - A - 1. If there are fJ 
values of this kind, then fJ = 0 is one of these, 
so that necessarily A + 1 :::; C(x). The first step is 
then to find lAo by upwards recurrence, using 
Eq. (1.26) and starting with 

100 = sinh x/x. (1.29) 

No figures are lost since e-'" « lao for 0 :::; a :::; 
A :::; C(x) - 1 :::; 2x - t. Next the remaining 
IA.(I, for 1 :::; fJ :::; C(x) - A-I are obtained by 

{3-

a 10.0 10.1 10.2 x 
! L.o L.I L.2 X 

X X X 

Grid of functions 

d m· 
( 1.19) ( 1.26) ( 1.27) 

q . ~ .. f0 
."'d ~ V· 
(1.20) ( 1.21) ( 1.22) 

. . . . ~ . . . . 
(. . -) . . . . . . 
. . . . . . . . . 
(1.23) (1.24) (1.25,28) 

FIG. 1. Illustration of recurrence relations on function 
grid. The small arrows in some of the diagrams indicate the 
direction in which a particular relation can be used without 
subtraction for positive x. 

horizontal recurrence using Eq. (1.23) in the re­
arranged form: 

I afJ = {[I - (a + P)/2x] I a.l3-1 

+ [(a + fJ)/2x]I a.(I_2}(a + fJ + 1)/fJ, (1.30) 

where I A .-1 must be replaced by e-"', when the formula 
is applied for fJ = 1. Since A + fJ :::; C(x) - 1 :::; 
(2x - t) holds in this case, one has 

[1 - (A + fJ)/2x] ~ 1/4x, (1.31) 

indicating that the coefficients in Eq. (1.30) are 
always positive so that the only concellation occurs 
in calculating the coefficient of the first term. It 
can, however, be seen that the contribution from 
this term becomes smaller, as the cancellation inside 
the coefficient grows, so that in fact no error arises. 

Second Case: fJ ~ C(x) - A - 1. If there are fJ 
values of this type, then fJ = B is one of them so 
that necessarily A + B + 1 ~ C(x). The first step 
is now to calculate lAB and I A .B-I, and we return to 
this point presently. After these two functions have 
been obtained, the remaining I A .(1, for C (x) - A-I:::; 
fJ :::; B are found by the backward horizontal re­
currence of Eq. (1.23). Since now fJ + A + 2 ~ 
C(x) + 1 ~ 2x + t, one has 

[2(a + P + 2)rl :::; [1 - 2x/(A + P + 2)] :::; 1, 
(1.32) 

which, in a manner similar to that discussed in the 
first case, again ensures that no error arises. The 
initial terms of this recurrence, i.e., the functions 
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lAB and I A ,B-1, are arrived at in the following four 
steps. 

Step 1 consists of finding the diagonal terms 
IMM and I M -I,M-l by means of the series (1.15). 
Here M is an integer, at least as large as A and B, 
but moreover large enough that convergence of the 
series is as rapid as desired. Step 2 (required only if 
M is chosen larger than A and B) consists of recur­
ring backward on the diagonal, using Eq. (1.28), 
until INN and IN-I, N-I are found, where N = maxi­
mum (A, B). In step 3, I N,N-l and I N- l ,N are 
obtained by application of Eqs. (1.21) and (1.20), 
respectively. A subtraction occurs only in the former 
which becomes 

I N,N-l = I N- l ,N-l - I NNx/(2N + 1). 

No significant figures are lost, however, since (i) 
one has INN < IN-I, N-l, as Eq. (1.28) shows, and 
(li) one has x/(2N + 1) ~ ! because of 2x ~ A + 
B + ! ~ 2N + !. Step 4 finally leads to lAB and 
I A ,B-l' If N = B, they are obtained from I N- 1 ,N-I 
and I N - 1 ,N without subtractions by vertical recur­
rence using Eq. (1.19) and Eq. (1.22). If N = A, 
they are obtained from IN,N and IN-I,N by hor­
izontal recurrence using Eq. (1.23), which has already 
been discussed. If N = A = B, step 4 is, of course, 
superfluous. 

2. OVERLAP INTEGRALS BETWEEN (s) 
ORBITALS AND (10) ORBITALS 

2.1. Reduction to Auxiliary Functions 

A general u-type atomic orbital on center B is 
given by the expression 

(Bn'lO) = (2s-T'+i[(2l + 1)/47r(2n)!]ir~-1 
X -t'rBp ( ) e 1 cos (}B , (2.1) 

where (}B is the angle with the internuclear axis, 
pointing to atom A, and PI (x) is the Legendre poly­
nomial, whose definition can be written in the form 

PI(x) = (2Z1!)-\d/dx)Z(x - l)z(x + 1)\ 

= 2-1 ± (Z)2(X _ l)'(x + 1)1--. 
1'-0 \v 

(2.2) 

The overlap integral between this atomic orbital 
and the 8-atomic orbital of Eq. (1.1) can be written 

S?!? = J dV(AnOO)(Bn'lO) 
(2.3) 

= (1 + r)"+1(1 - r),,'+itnoot,,'zoT!,n'_z(p, r), 

where tnoo was given by Eq. (1.4) and 

triO = 2"(n - 1)! 1! [(21 + 1)/(2n)!]i, (2.4) 

and 

T:k(p, r) = (j! k! l!)-I(!p);+k+I+l 

x {" d~ i: dTJ(~ + TJ);(~ - TJ)k+l 

X P I(1 - ~TJ/~ - TJ) exp (- p~ - rpTJ). 

Defining 

and 

u = rp, 

a+ = -!(a/ap + a/au), 

(L = -t(a/ap - a/au), 

T'(p, u) = (l!)-I(!p)l+l f'" d~ fl dTJ(~ - TJ)I 
1 -1 

(2.5) 

(2.6) 

(2.7) 

X P I(1 - ~TJ/~ - TJ) exp (-p~ - UTJ), (2.8) 

one can express T: k as 

T~ = (" k,)-1 ;+k+l+l,,; "k [-I- I T I ( )] ,k J.. p u+u_ p p, u . (2.9) 

Now the following identity can be derived from the 
definition of Eq. (2.2): 

(~ - TJ)'P I(1 - ~TJ/~ - TJ) 

= ~ (D(>\!)-I[!(~ - l)t(;TJY[(1 + TJ)"(1 - TJ)I]. 

(2.10) 

Substitution of this identity in Eq. (2.8), integra­
tion with respect to 8 = (~ - I), and repeated 
integrations by parts with respect to TJ, yield 

-1-1 I _p I 1! u}, 

p T = e ~ (1 _ X)! (1 + X + I)! /+1 I)'I(u), 

(2.11) 

where the 1).1 are the functions defined in Eq. (1.9). 
Substitution of this expression in Eq. (2.9) and 
further differential rearrangements then result in 

T:k = (j! k!)-lpi+k+I+l 

X -p ± 1: ± (i)(k) l! 
e ).-0 r-O ,-0 r 8 (1 - X)! (1 + X + I)! 

X [a~-r a:-'u)./ /+1][(! + a+y<! + a_)'Iu(u)]. 

(2.12) 

Since 1),1 is independent of p, one has 

(! + a+r<! + a_)'I)'1 

_ (1 + X + I)! (1 + 8)! (X + r)! 
- l!X!(1+X+r+8+1)! I).+r,I+, (2.13) 
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and, thus, one finally obtains 

where 

k!~=(Dets)(x~r) / e+ X~~is+ l)(x+ 1), 

(2.15) 

_ al I Pa - P a., (2.16) 

and 

J~.(7) = (pp+.+l//L! 1I!)O~O:(O')'//+I). (2.17) 

It will be shown in the next section that J~. depends 
indeed upon 7 = 0'/ p only. Since the functions I a/1 have 
been discussed in the preceding sections, the func­
tions J~. are in fact the only new auxiliary func­
tions needed for these integrals. 

It should be noted that the functions T~k' and hence 
the corresponding overlap integrals are proportional 
to the factor /. 

2.2. Discussion of Auxiliary Functions 

Using the definition (2.7) it is readily seen that 

lH+l(2o+Y(2o_)'(0'). //+1) 

= :t t (_1)"(/L)(") (X + /L ~ II == a ~ (3)! 7).-a-/1, 
a-O /1-0 a f3 (X a (3). 

(2.18) 

where 7 = 0/ p and a, f3 are restricted by a + f3 ~ X. 
Using this result in the definition (2.17) of the 
functions J~., the following two representations are 
obtained: 

J~.(7) = (i)P+.(JL ~ v) 

X :t t (/L)(V) (X + JL + II - a - (3)7).-a-/1(_1)" 
a-O /1-0 a f3 JL + II 
(a+/1:>).) (2.19) 

and 

J\(7) = (2P+'JL! 1I0-1(d/d7),,+'[l(7 - 1Y(7 + 1)"]. 
P ~~ 

The last equation exhibits a similarity to the Jacobi 
polynomials.6 

Starting from that equation it is readily verified 
that the following relations hold: 

(2.22) 

(2.23) 

J~. = d~;1 + (J~-I .• - J~:L.)(/L + 1I)/2/L, 
(2.24) 

J~. = d~;l + (J~ .• -1 + J~~'~l)(/L + 11)/2". 
(2.25) 

By means of the two recurrence formulas (2.24), 
(2.25) the entire table of J~. can be easily constructed 
from the initial functions given by Eqs. (2.22) and 
(2.23). The following procedure appeared satis­
factory: Construct first the matrix for X = 0, then 
for X = 1, then for X = 2, etc. For each matrix, 
use first Eq. (2.24) to construct the column J~o, 
then use Eq. (2.25) to construct the rows J~ •. The 
cancellation of figures was found not to be serious, 
the situation appeared to be similar to that occurring 
in the recurrence scheme of the Legendre poly­
nomials. 

Let 

3. GENERAL OVERLAP INTEGRALS 

3.1. Reduction to Auxiliary Functions 

(Anlm) = (2rr!(2n!)-ir~-le-rrA Y 1 ... (8A , 11'), (3.1) 

(Bn'l'm') = (2r') .. '+'(2n'!r'r";;-le-r' rB YI' .... (8B , 11'), 

(3.2) 

be two Slater-type atomic orbitals on centers A and 
B, respectively. The ZA axis points to B, the ZB 

axis points to A, XA and XB are parallel, so are YA 
and YB. The Y , ... (81p) may be real or complex spherical 
harmonics. The overlap integral is 

J dV(Anlm)(Bn'l'm') = S!!:'" 8 ...... , 

and has the same value for (+m) and (-m). In 
what follows, m is therefore taken to be nonnegative. 
Using the elliptic coordinates defined in Eq. (1.2) 
one obtains 

(3.3) 

J~.(-7) = (-l».J!/r), (2.21) where 

• Reference 4, Vol. II, p. 168. e~(X) = [!(2l + l)(l - m) !f(l + m) Gip~(x) (3.4) 



                                                                                                                                    

544 K. RUEDENBERG, K. O-OHATA, AND D. G. WILSON 

are the nonnalized associated Legendre functions, 
and 

cos OA = (1 + 1;1/)/(1; + 1/), cos OB = (1 - 1;1/)/(1; - 1/). 
(3.5) 

This integral can be reduced to several of the 
type treated in Sec. 2 by means of the following two 
transfonnations. The first is7 

(-l)"'(~)'e,,;( cos OA) = kt (-l)k(~ye";.( cos OB) 

X [(2l + l)(l + m)! (I - m)! J'[(I- k)'r1 (36) 
(2k + l)(k + m)! (k - m)! . , . 

and transfers all Legendre functions on to center B. 
The second is 

(-l)"'e";.(cos OB)e,;,,(Cos OB) 

(kl'L) ( kI'L ) = ~ e~(cos OB) 000 m - mO 

X [!(2k + 1)(2l' + 1)(2L + 1)]', (3.7) 

and arises from expanding the product of spherical 
hannonics yi .... y, .. -m in tenns of the spherical 
hannonics Y L .0.

8 In Eq. (3.7), 

represents the Wigner 3j symbol and, hence, the 
summation over L covers only the values 

L = Il' - kl, IZ' - kl + 2, 

Il' - kl + 4, ... , (l' + k). (3.8) 

Combination of the two relations furnishes the ex­
pansion 

(rA/R)'e,,;(cos OA)e,;,,(Cos OB) 

= [(21+ l)(l+m)! (l- m)! (2l' +l)(l' +m)! (l' -m) !]l 

I I'+i (r)k 
X k~ L-&-kl R PL(cos OB)( _1)1 

X (2L + 1) (kl'L)( kl'L ) 
2(1 - k)! 00 0 m - mO 

X [(k + m)! (k - m)! (l' + m)! (l' - m)!rl (3.9) 

7 E. W. Hobson, Theory of Spherical and Ellipsoidal 
Harmonics (Cambridge University Press, London, 1931). See 
also R. J. Buehler and J. O. Hirschfelder, Phys. Rev. 83, 628 
(1951). 

8 A. R. Edmonds, Angular Momentum in Quantum Me­
chanics (Princeton University Press. Princeton, New Jersey, 
1957), p. 63. M. E. Rose, Elementary Theory of Angular 
Momentum (John Wiley & Sons, Inc., New York, 1957) p.61. 
M. Rotenberg, R. BivlllS, N. Metropolis, and J. K. Wooten, 
The 3-j and 6-j symbols (Technology Press, Cambridge, Massa­
chusetts, 1959), p. 9. 

and insertion of this expression in Eq. (3.3) for the 
overlap integral finally yields 

S!!:'" = (1 + r),,+l(l - rt'+it",,,,t,,,,,,, 
I I'+k 

X '" '" B""'''' TL () £....J £....J kL PI-i "-I,,,'H-L p, r , (3.10) 
k-m L-II'-kl 

where 

t,,"n = 2"(n - l)! [(21 + l)(l + m)! (l - m) 1j(2n) !]l 

= 2"[(2l + 1) / (2n) ( 2l )(2(n - Z))J' 
2 I l + m (n - Z) , 

(3.11) 

B:~' '", = (-1)1(2L + 1) 

X (n' + k - L)!L! (kl'L)( kl'L ) 
(n' - I')! 00 0 m - mO 

X [(k + m)! (k - m)! (l' + m)! (l' - m) !]-l (3.12) 

and the functions PH and T~" are defined by Eqs. 
(2.16) and (2.5), respectively. 

From the last sentence in Section 2.1 follows that 
the general tenn in the summation of Eq. (3.10) 
is proportional to p'-HL. Taking into account the 
limits of the two summations in that equation 
it is readily seen that, in any case, the lowest oc­
curring power of P is Il - 1'1. Hence the integral S:.:.:'" 
is proportional P 11-1 ' 1 • 

It is now possible to insert the expression (2.14) 
for T~1 into Eq. (3.10) and thereby express the 
overlap integral in tenns of the previously defined 
auxiliary functions J and I, whence 

S 'I'''' - (1 + )"+t(l )"'+it t nn' - T - T ,.Im n'l'm 

a-I ,,'+k-L L 

L:L:L: 
r-O 8-0 A-O 

Making now the substitution t = s + L and inter­
changing the order of the summations, one finally 
obtains 

S!!:'" = (1 + rri(l - r)"'+it",,,,t"'I'" 

(3.13) 

with 

KkA = (l - k + r + t) '" B"'I'm'kLX (3.13') 
rl l _ k ~ kL r.I-L· 

In Eq. (3.13), X runs from 0 to min (t·, I' + k), 
where t* = t or (t - 1), whichever of the two has 
the same partity as (l' + k). In Eq. (3.13'), L runs 
from max (X, IZ' - ki) to min Ct, l' + k) and, more-
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over, is restricted to the same parity as (l' + k). It 
should be noted that K!~ also depends on (l, n', l', m). 

A convenient form for calculating k;~'-L was 
given in Eq. (2.15). A convenient form for calculat­
ing B:~l'" is discussed in the next section. There 
it will also be shown that the coefficients K for the 
terms having the extreme values t = (n' + k) 
and A = 0 reduce to 

Kko = (_l)k(n' + k)(l' + k)(n' + l + r) 
r.,,'+1 l' + k k l - k 

X (r + nl + k + 1)-1 omO, (3.14) 

showing that these terms must be omitted if m ~ O. 

3.2. Expressions for Kr,kA and BkL,,'l'm' 

Inserting the definitions (3.12) and (2.15) in Eq. 
(3.13') one obtains 

K H = (_l)k(n' + k)(l' + k) r. l' + k L' 

x[ (k !k m)C, ~ m) / (~k)(~~') T 
x[ (l-~~~+t)(r;t)(D / (r+:+A )(r+t+A+1) ] 

X ~ (2L+1)[ U=~) / (n'tk) J(~~~)(:~~o)' 
(3.15) 

with 
(3.21) 

whence 

( ilMa)( il j2 j3)[(;1 + m1)! (;1 - ml)! Ci2 + m2)! 
000 mlm2ma 

X (;2 - m2)! (;a + ma)! Cia - ma) !]-1 

Putting t = n' + k and A = 0, the sum in L reduces 
to the orthogonality relation for the 3 - i symbols, 
viz., 

lti (2L + l)(klL)( kl'L ) = 0 .. 0, (3.16) 
L-II'-kl 000 m -mO 

so that in fact the expression (3.14) results. 
Except for this special case, K!~ can be con­

veniently calculated from Eq. (3.13'), using for 
m~l'm' the following expression: 

X [(;: ! ~)(~: ! ~)(~)(~) / (n' t k)(ia) ] 
X L: (-1)"( 2b )( 2c ) (2d) 

" l' - m - a k - m - a a ' 

where 

a = !(k + l' + L), 

c = a - I', 

b = a - k, 

d = a - L, 

(3.17) 

(3.18) 

and a runs from max (0, k - L - m, I' - L - m) 
to min (k - m, l' - m, k + l' - L). 

The equation for B is a consequence of Polo's' 
expression for the 3 - j symbols, viz., 

(3.19) 

(3.20) 

As pointed out by Polo, use of binomial coefficients 
permits the exact calculation of the sum in double­
precision fixed-point representation for quite high 
values of j1 ;2 ia. 

3.3. Remarks on Evaluation 

The evaluation of an overlap integral consists 
of the following steps: calculation of the functions of 
T, p, and u = PT, such as J~.(T), Pi, I aP(U); calcula­
tion of all coefficients; and then calculation of the 
integral. 

g S. R. Polo, Studies on CrY8tal Field Theory (RCA Labora­
tories, Princeton, New Jersey, 1961), Vol. I, Eqs. (8.14) and 
(8.22). 
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It can be seen that, for the functions I a{J, it is 
necessary to construct the matrix consisting of all 
functions with indices 

the centers A and B yields 

SII''''( ) SI'I_( ) nn' p, T = fl.'" p, - T • (3.26) 

0:::; a :::; n + l', 
o :::; {3 :::; n' + l. 

Taking into account the relations (1.13), (2.21) for 
(3.23) I a(J and J~., respectively, one finds from Eq. (3.13) 

the expression 

For the functions J~., the following set is required: s!!:m = (1 - T),,'+;(l + T)"+;t"lmt"'I.,,,e-P 

o :::; X :::; l + l', 
o :::; p. :::; n - l, (3.24) 

o :::; II :::; n' - l + 2 min (l, l'). 

The functions Pk are needed for the index values 

0:::; k.:::; (n+n'). (3.25) 

In the calculation of the integral positive and 
negative values occur for the coefficients B~~I'''' and 
the functions J~.(T). Only small losses of significant 
figures, were observed however, when the exact 
cancellation expressed by Eq. (3.14) was avoided 
by taking into account that relationship explicitly. 
A check upon the accuracy can be obtained by using 
the following alternate formulation. Interchange of 

l' fI.'-l' n+k 

X E E E E .K~~PI·-Hr+IJ~+k-I."·-I'-r(T) 
k-m r-O I-II-kl A 

X I,.A+r(TP), (3.27) 

.K~~ = <-l)Ae' -l~ ~ ~ + t) ~ m~mk;.A'_L' (3.28) 

In these equations, X runs from 0 to min (t*, l + k), 
where t* = t or (t - 1), whichever of the two has 
the same parity as (l + k), and L runs from max 
(X, Il - ki) to min (t, l + k) and, moreover, is re­
stricted to the same parity as (l + k). 
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General analytical formulas are developed for the two-center Coulomb integrals between Slater­
typ~ atomi~ orbitals o~ arbitrary ~ntegral quantum numbers (nlm). The Coulomb integral C is obtained 
by mtegra,tmg the POIsson equatiOn t:..C = -471"S, where S is the corresponding overlap integral. The 
Coulomb tnteg;als are expressed as trilinear forms of powers and certain auxiliary functions Ga(J'Y, 

l!a(J'Y, J p /, which are related to confluent hypergeometric functions and Jacobi polynomials respec­
tIvely. Stable recurrence procedures for their evaluation are given, and use with an electronic computer 
program showed the loss in numerical accuracy to be stnall for all argument values as well as for high 
quantum numbers. 

INTRODUCTION 

T HE steepest mathematical obstacles of unrel­
ativistic molecular quantum mechanics arise 

from the repulsions between different electrons. The 
energy contributions from these interactions are 
very hard to evaluate and it is for this reason that 
it has not yet been possible to extend exact self­
consistent-field calculations to large molecules, let 
alone to implement any of the many schemes de­
signed to deal with the correlation problem for such 
systems. 

If the wavefunctions are expanded in terms of 
Slater-type atomic orbitals, the problem reduces to 
that of evaluating electron interaction integrals be­
tween orbitals on one, two, three, and four different 
atomic centers. Next to the one-center integrals, 
the two-center Coulomb integrals are the simplest 
and, therefore, one of the authors has pursued an 
approach by which all other many-center integrals 
are reduced to them. 1 However, even for the two­
center Coulomb integrals there exists no general 
analytical treatment. Only numerical integration 
schemes have been available for the general case. 
One method consists in using the procedure de­
veloped by one of the authors for the two-center 
exchange integrals.2 In another, the integration over 
the first electron is worked out analytically, where­
upon the integration over the second is performed 
numerically.3 Explicit formulas have been given, 

* Work performed in part in the Ames Laboratory of the 
Atomic Energy Commission, Contribution No. 1549. This 
work was supported by National Science Foundation, Grant 
G 10351 and Grant GP 129. 

t On leave of absence from Tokyo Institute of Technology, 
Tokyo, Japan. 

1 K. Ruedenberg (to be published). 
2 K. Ruedenberg, in Molecular Orbitals in Chemistry, 

Physics, and Biology, edited by B. Pullman and P. O. Lowdin 
(Academic Press Inc., New York, 1964), p. 215. 

a A. C. Wahl, P. E. Cade, and C. C. J. Roothaan, Technical 
Report 1962-3, part 2, p. 148 (Laboratory of Molecular 
Structure and Spectra, The University of Chicago). 

for the special cases involving ls, 2s, and 2p orbitals, 4 

but these closed expressions suffer from severe loss 
of significant figures in certain argument regions. 

The present investigation contains a general an­
alysis of the two-center Coulomb integrals between 
Slater-type atomic orbitals and yields analytical ex­
pressions for the general case, expressions which 
moreover are free of subtractive loss of numerical 
accuracy. The approach is based on the observation 
that a Coulomb integral 0 and a corresponding over­
lap integral S are related to each other by the 
Poisson equation flO = -47108 so that the former 
can be expressed as the potential integral 0 = 
f dTS/r. Using the results obtained for the overlap 
integrals in the preceding paper, ~ it proves possible to 
carry out this integration analytically. The Coulomb 
integral finally appears in terms of a set of auxiliary 
functions, integrals over confluent hypergeometric 
functions, for which stable recurrence schemes are 
derived. The resulting expressions have proved prac­
tical for the use with an electronic computer. 

In the following, repeated reference will be made 
to the results reported in Ref. 5, to be quoted as 
"the preceding paper." 

1. COULOMB INTEGRAL AS PONTENTIAL OF 
OVERLAP INTEGRAL 

1.1. Coulomb Integral between Basic Change 
Distribution 

Let f*(rA) be an electrostatic charge distribution 
given explicitly in terms of rA = r - A, the position 
vector relative to a point A. Let g(rB) be another 

4 C. C. J. Roothaan, J. Chern. Phys. 19, 1445 (1951); 
K. Ruedenberg, C. C. J. Roothaan, and W. Jaunzemis, J. 
Chern. Phys. 24, 201 (1956). Also M. Kotani, A. Amemiya 
E. Ishiguro, and T. Kimura, Tables of Molecular Integra"; 
(Maruzen, Tokyo, 1955); H. Preuss, Integraltafeln zur Quan­
tenchemie (Springer-Verlag, Berlin, 1956, 1957, 1960). 

'K. Ruedenberg, K. O-Ohata, and D. G. Wilson, J. Math. 
Phys. 7, 539 (1966) (preceding paper). 
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charge distribution given explicitly in terms of rB = 
r - B, the position vector relative to a point B. 
The electrostatic interaction energy between these 
two charge distributions, 

C(R) = J dV1 J dV2 f*(r,u)g(rB2)/r12 = [f* I g], 
(1.1) 

depends on R = B - A, the location of B relative 
to A. This integral represents a "basic two-center 
Coulomb integral" if fer) and g(r) are the "basic 
charge distributions" 

f(rA) = [Anlm] = f(rA) Yzm(OACPA) , (1.2) 

g(rB) = [Bn'l'm'] = g(rB)YI·",·(OBCPB)' (1.2') 

where6 

fer) = [(2l + 1)/47r]i[2"+l(n + 1) Ir\2r),,+2r"-1 

X exp (-2rr) , (1.3) 

g(r) = [(21' + 1)/41rJi [2"'+I(n' + 1)lrl(2()"'+2r"'-1 

X exp (-2r'r) , (1.3') 

and Y ,,,,(8cp) are real or complex spherical harmonics. 
The basic charge distribution [nlm] is related to 

the normalized Slater-type atomic orbital (nlm) , 
defined in Eq. (3.1) of the previous paper, by the 
equality 

[n1m] = {r![(2n) I (2l + 1)]i /22"+\n + 1) I '/I'il (nlm)2r, 
(1.4) 

where (nlmhr means that in the Slater orbital (nlm), 
the orbital exponent r is to be replaced by (2r). 
The complex spherical harmonics are given by 7 

Yz ... (Ocp) = e~(cos 0)(2'/1'r ie;m", (1.5) 

where 

e~(z) = E ... [!(2l + 1)(1 - 1m!) V(l + 1m!) I]lplml(z) 
(1.6) 

with 

Em = {(_I)m, for m ~ 0, 

1, for m ~ 0. 

The real spherical harmonics are defined by 

'Y'm(8, cp) = E ... e~(COs 0)[(1 + 6mo)'/I'r i cos mcp, 

(1.7) 

m ~ 0, (1.8) 

8 This definition differs from the one used by Roothaan in 
Ref. 4. The latter's charge distributions are obtained by 
multiplying the right-hand side of Eq. (1.3) with the factor 
[(n + 1)1 2,,+I+I/(n + I + 1)!). 

7 A. E. Edmonds Angular Momentum in Quantum Me­
chanics (Princeton University Press, Princeton, New Jersey, 
1957), p. 24, Eq. (2.5.29). 

'Y,,,,(8, cp) = e~(cos O)'/I'-i sin mcp, m < 0, (1.8') 

and related to the complex spherical harmonics by 

'YI .... = [YI .-", + (-I)"'Y z•mllv'2, m > 0, (1.9) 

'YI ... = [YI .... - (-l)mYz._mJi/v'2, m < 0, (1.9') 

(1.9") 

Since r12 is a function of cos (CPI CP2) only, the 
cp-dependent part of the integral (1.1) results in the 
factor 

i 2r 

dCPI {O' dcp2cf>!(CPI)cf>m'(CP2)F[cos (CPI - CP2)], 

= dcpF(coscp) dcplcf>!(cpl)cf> .... (cpl + cp), 1
20' 120' 

o 0 (1.10) 

= 15m"" i 2r 

dcp cos mcpF(cos cp), 

which has the same value for the real and the com­
plex case. The same holds therefore for the Coulomb 
integral 

[[An1m]* I [Bnlm]] = 6mm.C!!: 1",1, (1.11) 

and we can therefore use the complex harmonics 
to find the general expression for c!!:m (m ~ 0). 

When molecular electronic wavefunctions are ex­
pressed in terms of atomic orbitals, there occur two­
center Coulomb integrals between products of nor­
malized Slater-type atomic orbitals. The reduction 
of these Coulomb integrals to the basic Coulomb 
integrals of Eq. (1.11) are discussed in Sec. 5. 

1.2. Relation between Coulomb Integral 
and Overlap Integral 

The basis of the present derivation is the observa­
tion that the integral C(R) of Eq. (1.1) can be 
regarded as the potential arising from a source dis­
tribution defined by the overlap integral 

(1.12) 

In other words, the Poisson equation 

(1.13) 

and its inverse 

C(R) = J dV' S(R')/IR - R'I (1.14) 

are valid between C and S. 
Proof of Eq. (1.14). Figure 1 shows the two centers 

A and B, the points (1) and (2) at which the two 
volume elements dV1 and dV2 are taken, the vectors 
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rAil rB2, r12 and moreover, a third center C placed 
so that the points (BC12) form a parallelogram. For 
a. fixed value of rAil there exists a unique correspond­
ence between rB2 and 

(1.15) 

Hence, substituting 

(1.16) 

for rB2 in the integral (1.1), one can consider R' 
instead of rB2 as integration variable, whereby 

C(R) = J dV l J dV' f*(rAl)g(rAl - R')/IR - R'I, 
(1.17) 

with dV' the volume element corresponding to R'. 
From this equation follows 

C(R) = J dV' IR - R'I- 1 S(R') (1.18) 

with 

(1.19) 

where 

c - A = R'. q.e.d. (1.20) 

Equation (1.13) can also be proven directly by 
means of Fourier transformation. If ip(k) and 'Y(k) 
are the Fourier transforms of fer) and g(r), respec­
tively, i.e., 

fer) = (211rJ J dk ip(k) exp Ukr), 

g(r) = (211") -J J dk 'Y(k) exp (t'kr) , 

(1.21) 

(1.21') 

then it is easily seen that C(R) and S(R) are given by8 

S(R) = J dk ip*(kh(k) exp (tkR) , (1.22) 

C(R) = 411" J dk so*(kh(k) Ikl-2 exp (tkR) , (1.23) 

whence it is obvious that !::.C is equal -411"S. 
Remark 1. The overlap integral S(R) defined by 

Eq. (1.12) is taken between the charge distributions 
[nlm] of Eq. (1.3). It therefore differs slightly, as 
indicated by Eq. (1.4), from the overlap integral 
s!!:m discussed in the preceding paper, which was 
taken between the normalized Slater orbitals (nlm). 

8 After the present results had been derived, F. P. Prosser 
and C. H. Blauchard [J. Chern. Phys. 36, 1112 (1962)] as 
well as M. Geller [J. Chern. Phys. 39, 853 (1963)] have inde­
pendently suggested the use of Fourier transforms in molecular 
mtegrals. 

(I) 

~~~L---------------~~B 

FIG. 1. Relative positions of the points A, B, C, (1), (2). 
Coordinate systems at points A, B, C. Definition of R', e, 010. 

Remark 2. In Eq. (1.14), S(R') has to be known 
as a function of R'. This function results by moving 
the charge distribution g(rB) while leaving the charge 
distribution f(rA) fixed. This means that g(rB) has 
to be moved by displacing its origin B without 
rotating it around this origin. 

Remark 3. The result of Eq. (1.14) can be gen­
eralized to more general types of integrals. From 
the first proof given, it is obvious that the following 
identity is also valid: 

J dVl J dV2 f*(rAl)g(rB2)h(r12) 

= J dV' heR - R')S(R'). (1.24) 

Such integrals may occur in connection with certain 
correlation functions. 

1.3. Expression for Overlap Integral 

According to the previous remarks, S(R') is the 
overlap integral between the charge distribution 
[Anlm] at point A and the charge distribution 
[Cn'l'm] at point C, where the angular dependence 
of [Cn'l'm] is embodied in the spherical harmonics 
defined with respect to an axial system with origin 
at C, but parallel to the original axis system at B. 
The axial systems at A, B, and C are also shown 
in Fig. 1. 

In order to obtain a formula for S(R'), we express 
[Anlm] in terms of spherical harmonics defined with 
respect to a coordinate system on A whose z axis 
points towards C. Similarly, we express [Cn'l'm] in 
terms of spherical harmonics with respect to a 
coordinate system on C whose z axis points towards 
A. Moreover, the x and y axes on A and C are 
chosen parallel to each other. Now if an axial system 
is rotated from an old orientation (xyz) to a. new 
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orientation (x'y'z'), then the corresponding spherical 
harmonics transform as follows:9 

I 

YI",(O<p) = L YI.(O'<P') D! ... (a, (3, '}'), (1.25) 
.--1 

where D!",(a, (3, '}') is the irreducible representation 
matrix of order (2l + 1) for the rotation described 
by the Euler angles a, {3, '}'.10 It is readily seen that, 
in the present case, one has a = <1>, {3 = e, '}' = 0 
for the transformation on center A and a = <1>, 

{3 = -e, '}' = 0 for the transformation on center C, 
if R', <1>, e are the spherical coordinates locating 
the point C in terms of the original coordinate sys­
tem (shown in Fig. 1) on center A. Inserting these 
transformations in the overlap integral, and noting 
that 

[D! .. (a{3'}')]* = (-ly-mD: •. _ ... (a{3'}'), 

D!",(a, -(3, '}') = (-IY-"'D!m(a{3'}'), 

one obtains 
min(l,l') 

S(R') = L D:._m(<I>eO) D!~(<I>eO) 
.--min(l.1 ') 

where 

Snh.n·I',' = J dV [Anlp]* [Cn'l'p'] 

= Snl •. n'I •• (R') 0 ... 

(1.26) 

(1.27) 

(1.28) 

(1.29) 

is the overlap integral between the charge distribu­
tions on A and C aligned with respect to the new, 
rotated coordinate systems, which is the usual align­
ment in discussing overlap integrals. As indicated 
SnIP,,,'I',' vanishes for I' ~ 1", a fact which has been 
used in arriving at Eq. (1.28), and it moreover 
depends on the absolute value R' = IR'I only. 

1.4. Integration of Possion Equation 

In order to obtain the Coulomb integral C(R), 
we substitute in Eq. (1.14) the expression (1.28) 
for S(R'), and the Laplace expansionll 

'" IR - R'I-1 = L (R~/R~+1)PL(COS e) (1.30) 
L~O 

for IR - R'I- 1
• Here, R< = min (R, R'), R> = 

max (R, R') and, as mentioned before, R', <1>, e 
• A. E. Edmonds, Angular Momentum in Quantum Me­

chanics (Princeton University Press, Princeton, New Jersey, 
1957), p. 54, Eq. (4.1.4). 

10 Reference 9, page 7. 
11 H. Eyring, J. Walter, and G. E. Kimball, Quantum 

Chemi8try (John Wiley & Sons, Inc., New York, 1947), p. 370, 
Eq. (V.6). 

are the spherical coordinates of point C in terms 
of the original coordinate system on A. The integra­
tion over the angles e, <I> can now be carried out 
explicitly since12 

PL(cose) = D~o(<I>, e, 0), 

and 

fo27: d<l> for de sin e D: •. _",(<I>, e, 0) D!: ..... (<I>, e, 0) 

( ll'L )( ll'L) X D~o(<I>, e, 0) = 411' m -mO I' -1'0 8 ••• 8".",., 

(1.31) 

where ( i1 i2 ia) are the Wigner 3i-symbols.13 For-
m1m2ma 

mulas for the calculation of the symbols were given 
in the preceding paper. 14 They vanish unless 
Il - l'l ~ L ~ l + l'. Hence we obtain for the 
Coulomb integral 

C!!:"'(R) = 411' L L ( ll'L )( ll'L ) 
L • m -mO I' -I' 0 

with 

II'L ) 
U nn' (t 

X {R- L- 1 foR dR'(R')L+2S .. I ..... I .• (R') 

+ RL L'" dR'(R'f
L
+1Snl •• n'I •• (R')} 

1£ ( l~L )[11 

dt tL+2U!!:L(t) 
L-II-I'I m mO 0 

+ 1'" dt rL+1u!!: \t) ] (1.32) 

2 .-min(I.I') (ll'L) 
= 411'R L _1'1 Snl •• n'I·.(Rt). 

.--min(l,l') -1IV 

(1.33) 

In the summation, L is furthermore limited to values 
for which 

L + l + l' = even integer, 

since the summation over I' cancels out the terms 
for which (L + l + l') is odd. 

Thus the Coulomb integral is reduced to a one­
dimensional quadrature over several overlap in­
tegrals, and it is now possible to insert for the latter 
the expressions developed in the preceding paper. 

12 M. Rotenberg, R. Bivis, N. Metropolis, and J. K. 
Wooten, Jr., The 3-j and 6-j Symbols (Technology Press, 
Cambridge, Massachusetts, 1959), p. 8, Eq. (1.42). 

13 A. E. Edmonds, Angular Momentum in Quantum M e­
chanics (Princeton University Press, Princeton, New Jersey, 
1957), p. 46, Eq. (3.7.3). 

14 See Ref. 5, Sec. 3.2. 
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2. REDUCTION TO AUXILIARY FUNCTIONS 

2.1. Expression for d!!:L 
Using the charge distribution definitions of Eqs. 

(1.3, 3'), the elliptic coordinates 

~ = (rA +ro)/Rt, 7J = (r A - ro)/Rt, (2.1) 

and the parameter definitions 

t = !(t + t'), P = fR, r = (t - t')/(t + t'), 
(2.2) 

one obtains for the combination of overlap integrals 
defined by Eq. (1.33), the expression 

1T!!:L(t) = [(2l + 1)(2l' + 1)/2,,+n'(n + I)! (n' + I)!] 

X f/(I + r)"+2(1 - r),,'+2(pt)"+,,'+l 

X 1''' d~ fl d7J(~ + 7J)"(~ - 7J)"'e~.I.(8A' 80 ) 

X exp (-2pt~ - 2rpt7J) (2.3) 

with 

e;.I,(8A, 80) = 2(2l + 1)-'(2l' + 1)-1 

f ll'L ) X ~ \v _ pO e~(cos 8A)e~,(Cos 80 ), (2.4) 

This function e;" can be transformed by inserting 
for the products e~ (cos 8A ) e~, (cos 8B ) the expan­
sion given in Eq. (3.9) of the preceding paper, whence 

(!~ + h) le;" 
I I' +k (kl' A) 11k 

= L L cu(2A + I) 00 0 (2~ -~7J) Pl>.(cos 80), 

i-O I>.-I/'-kl (2.5) 

where 

( _I)k L ( ll'L)f kl' A ) 
Cu = (l - k)!. p -pO \v -pO 

X [( 1 + p)! (l - p) !], 
(k + p)! (k - p)! . 

(2.6) 

The lower limit on k is the result of interchanging 
the summation over k with that over P. The co­
efficients Cu can be expressed in terms of the 6-j 
symbols/5 by virtue of the addition theorem16 

Cu = [(2l + I)(;D J 
X L (_I),+kH(klU-k»)fkl'A )f ll'L) 

• p -pO \v -pO \v -pO 

= (_I)"[(2l+I)(2l)]'(l-k)AL){(l-k)AL} 
2k 0 00 l' lk ' 

16 See Ref. 13, p. 94, Eq. (6.2.3). 
16 Reference 13, p. 95, Eq. (6.2.8). 

(2.7) 

and insertion of these identities in Eq. (2.3) yields 

1T": L(t) = (21 + 1)(2l' + I)(n - l)! (n' - 1') I 
"" 2"+'" +2(n + I)! (n' + I)! 

I 

X f(I + r)"+2(1 - r)"'+2(2p)2 L L (2pt)/-i 
k-O I>. 

I>. I' A! (n'+k-A)! 
X T,,_I."'+k_1>.(2pt, r)(-I) (2A+ I) (n'-l')! 

X [(21 + 1)(2l)]'(k1' A)(l-k)AL){(l-k)AL} 
2k 00 0 0 00 [' lk ' 

(2.8) 

where the functions T!k(x, y) are those defined and 
discussed in Eqs. (2.5)ff. of the preceding paper. 
The summation over A is subject to the properties 
of the 3-j symbols, namely17 

II' - kl ::; A::; (l' + k), 

[' + k + A = even, 

11 - k - LI ::; A ::; 1 - k + L, 

[ - k + L + A = even. 

2.2. Expression for Coulomb-Integral 

(2.9) 

According to Eq. (1.32) the Coulomb integral 
results by integrating over the function IT, and hence, 
it will contain terms of the type 

F = A! (n' + k - A)! (2 \2{11 

dt tL+2 

(n' - l')! PI 0 

+ 1''' dt t-L+l}(2pt)/-iT~_I''''+k_1>.(2Pt, r). (2.10) 

Inserting for the functions T the expression given 
in Eq. (2.14) of the preceding paper, one obtains 

_ A! (n' + k - A)! 
F - (n' - l')! 

A n-l ",' +k-A 

X L L L [k~~/(A + r + 8)!] 
A-O r-O .-0 

X J ). ( )(2 ),-k+l>.+r+o+2{1
1 

dt t L +2 
n-l-r,n'+k-!.-a T P 

o 

X {H-L+I-k+l>.+r+O+l(2 ) ).+r.I>.+< p, T 

+ (2p)_L+I_k+A+r+'+lG~;r).:;..I;.k+l(2p, r) I, (2.11) 

17 Reference 12, p. 2, Eq. (1.6)ff. 
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H~p(p, T) = (p7+1/y!) ro dt t7e-P'lap(Tpt) , 

G~p(p, T) = p i 1 
dt ta+P+7+1e-P'I ap(Tpt) , 

(l - k - L + A + r + 8 + 1) , kH 
(A+r+8)' TO, 

L' A' (n' + k - A) , 
bx.. = (n' - l'), 

and [similar to Eq. (2.16) of the preceding paper] 

(2p)" = (2p)"/aL 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

The functions IaP(x) and J~.(T) were defined and discussed in Eqs. (1.9) to (1.32) and in Eqs. (2.17) 
to (2.25) of the preceding paper. Using for k~~ the definition (2.15) of the preceding paper, we oan write 
the coefficients bAr. of Eq. (2.14) in the form 

bxr• = [(1 + I')' (n' n~ ~ --;; L) / e i l')(2: )(~: ! ~ = ~) ] 
X [C 2: J(~)e)e - k - ~: 8A++lr + 8 + 1)/e' +: :8

r 
:1

8 + 1)]. (2.16) 

The Coulomb integral is obtained by inserting the functions U!!:L of Eq. (2.8) as integrand into Eq. 
(1.32), and it therefore is a sum of terms of the type defined in Eq. (2.10). Using for the latter the 
result derived in Eq. (2.11), we obtain for the Coulomb integral the formula 

ell·... F(1 + )"+2(1 ),,'+2 ft.' = ~ T - T a"Za,,'l' 
I 1\-1 n'+k-A A 

X E E E Atu(n'll'm)(2ph + E E E D;.kAA(I)J!_I_r''''+k_A_.(T) 
L k-O A r-O .-0 ),-0 

X {H I-k-L+A+r+.+l(2 ) + (2 ) GI - k+L-),+1(2) I 
)'+r,A+. p, T P l-k-L+A+r+'+1 X+r.A+. p, T . 

Here, the coefficients a, A', D are defined as follows: 

a.1 = (2I + l)(n - I) !/2"+l(n + 1)' 

Atu(n'll'm) = [(-I)I'(2A + 1)(1 + I')' (n'n~ ~ --;; L)/e i I')e:)(~:! ~ = ~)J 
X [(2I + 1)(21)J!(kl' A)(I-k)AL){(I-k)AL}( ll'L ) 

2k 00 0 0 00 I' Ik m - mO ' 

D:.l),A(l) = ( 2A )(A)(X)(I - k - L + A + r + 8:+ 1)/(X + A + r + 8 + 1) 
A+X 8 r r+8+1 r+8+1' 

where ( il i2 ia) and {kilki2kia} are the 3i and the 6i coefficients respectively. 
m1m2ma 1 2 a 

According to the properties of the 6-i symbols, one has18 

{(Il~)~} = {~(I~,k)~} = {~(I~'k)1} = {~::, 1} with I = k + l", 

and in this special case, the 6-i symbol assumes a particularly simple form,19 namely 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

{
(I-k)AL} _ [ (2g + 1)1 (2g - 21')1 (2g - 2L)1 (2g' - 2k)1 (2g" - 2I + 2k)! ]1 

I' lk - (2g' + 1)' (2g" + 1)' (2g - 2l)' (2g' - 21)' (2g' - 2A)! (2g" - 2A)' (2g" - 2L)! 

18 See Ref. 13, pp. 94-95, Eqs. (6.2.4), (6.2.5). 
19 See Ref. 13, p. 97, Eq. (6.3.1). 

X [(2I + 1)(;i) Ji, (2.22) 



                                                                                                                                    

TWO-CENTER COULOMB INTEGRALS BETWEEN ATOMIC ORBITALS 553 

where 

2g = 1 + l' + L, (2.23) 
2g' = k + I' + L, 2g" = I - k + A + L. 

Using this expression as well as those given for the 
3-; symbols in the preceding paper, we can write 
the coefficients A~u. of Eq. (2.19) in the form 

A~u(n'll'm) = ALCn'll'm)Bw.Cn'll') (2.24) 

with 

X [(l + m)! (I - m)! (l' + m)! (l' - m)!]i 

x L (-1) a+e( I 2a )( 2b ) (2c) , 
.. l -m-a l-m-a a 

(2.25) 

and 

BUA(n'll') = (-I)k[(2A + 1)/(2y' + 1)(2U" + 1)] 

Il - k - LI ~ A ~ (l - k + L), 

1 - k + L + A = even. 

The coefficients a, A, B, D are defined in Eqs. (2.18), 
(2.25), (2.26), and (2.20), respectively. The func­
tions H!p, G!p, (2P)a were defined in Eqs. (2.12), 
(2.13), and (2.15), respectively and are discussed 
in the next section. The functions J~. were discussed 
in Eqs. (2.17)ff. of the preceding paper. 

Equation (2.28) shows that, for fixed values of 
n, n', I, l', the expressions of the Coulomb integrals 
for different values of m differ only slightly, so that 
considerable computing can be saved by evaluating 
them all simultaneously. 

It should be noted that those upper indices (1') 
of H!~ and G!~ which occur in Eq. (2.28) are always 
positive, so that the definitions (2.12), (2.13) do not 
generate exponential integrals. Essential for this 
result is the fact that the overlap integral S!!:'" 
contains the factor R II-I' I, as was pointed out after 
Eq. (3.11) of the preceding paper. 

3. ANALYSIS OF AUXll.IARY FUNCTIONS 
x a~)( ~)(gl ~ k)( ~/)C,,~ L) 

(2A)(nl + 1 - L)(2yl)( 2g" )' 

(2.26) 3.1. Properties of lap 

A n' + k - A 2k 2I - 2k 

where 

According to the definitions (2.13) and (2.12), the 
properties of the functions G and H are determined 
by those of the functions I a~' From Eqs. (1.19), 
(1.21), (1.22), and (1.23) of the preceding paper we 
have 2a = -l + l' + L = 2y - 21, 

2b = 1 - l' + L = 2y - 2l' , 

2c = 1 + l' - L = 2g - 2L, 

(2.27) I apex) = [I a-l . .sCX) - I a.P-l(x)](a + {3 + 1)/2x, 
(3.1) 

and the summation over a runs from max (0, 
l-L-m, l'-L-m) to min (I-m, l' -m, l+l' -L). 

With this factorization of the A' coefficients, the 
Coulomb integral (2.17) finally assumes the form 

c!!:- = r(1 + Ty-+2(1 - T),,'+2a"la"'I' 

1 

X L A L (n' ll'm)(2ph L L Bw .. (n'll') 
L k~O A 

II-I ft'+k-A. A 

X L L L D:,k/(l)J!_I_r,,,·+k_A_.(r) 
,.-0 .-0 A-O 

X {H Z-k-L+ A+r+.+l(2 ) A+r,A+. p, r 

+ (2P)I_k_L+A+H'+lG~;:\~-.A+\2p, r)}, (2.28) 

The summation over L is regulated by the conditions 

Il - i'l ~ L ~ (I + I'), 1 + l' + L = even, 

and the summation over A by the conditions 

Il' - kl ~ A ~ (l' + k), 

I a~(x) = I a+l.~(X) 

+ [2x({3 + l)j(a + {3 + 2)(a + (3 + 3)][a+l.~+1(X), 
(3.2) 

I apex) = [(a+l)[ a+1.Il(X) + ((3+1)[ a.ll+l(x)]/(a+.8+2), 
(3.3) 

[ap(X) = [1 - 2xj(a + f3 + 2)][ a,,B+l(X) 

+ [2x({3 + 2)j(a + f3 + 2)(a + (3 + 3)][ a.Il+2(X), 
(3.4) 

Next the following identities involving the deriva­
tives of laP are readily deduced from the integral 
definitions given in Eq. (1.9) of the preceding paper: 

(a + f3 + 2)(djdx)e~Ia,B(x) = 2({3 + l)ezL. Il+l(x), 
(3.5) 

(a+f3+2)(djdx)e-Zlall(x) = -2(a + l)e-~la+I.Il(X), 
(3.6) 

(3.7) 
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(d/dx)xa+1e-%1 a(l(x) = (a + I)xae-%1 a+1.(l-l(X), (3.8) 

(d/dx)x a+fJ+1e%I"(l(x) = (a + (3 + I)x<I+(le%la_1 • fJ(x), 
(3.9) 

(d/dx)x"+fJ+1e-%la(l(x) = (a + (3 + I)xa+(le-%I...(l_l(x), 
(3.10) 

and furthermore 

-(a + (3 + 2)(d/dt)e-Pll aiTpt) 

= pe-PI[(I + T)(a + 1)1 a+l.,,(Tpt) 

+ (1 - T)({3 + 1)1 a.(l+l(Tpt)], (3.11) 

which in conjunction with Eqs. (1.20) and (1.21) 
of the preceding paper yields also 

2T(d/dt) [ta+(l+le-P1l a(l(Tpt)] = (a + {3 + I)ta+(le-P1 

X [(1 + T)la.(l-l(Tpt) - (1 - T)la- 1 •fJ(Tpt)]. (3.12) 

Finally, we recall the series representation 

'" 
1 .. ix) = L bakX

2
\ (3.13) 

i-O 

_ (a + k) (2a + I)! 
bak - a (2a+2k+I)! (3.14) 

given in Eq. (1.15) of the preceding paper. 

3.2. Properties of G~(l 

If the relations (3.1), (3.2), (3.3), (3.4) are in­
serted in the definition (2.13) of the function 
G~fJ(p, T), the following recurrence formulas result 
for the latter 

G~(l = G~+l.(l-l + [2Tp/(a + {3 + 2)]G~+1.(l, (3.15) 

+ [2Tp({3 + l)/(a + {3 + 2)(a + {3 + 3)]G~+1.fJ+l' 
(3.16) 

G~;l = [(a + I)G~+l.fJ + ({3 + l)G~.fJ+1]/(a + (3 + 2), 
(3.17) 

G~;l = G~.fJ+1 - [2Tp/(a + {3 + 2)]G~~i+l 
+ [2Tp({3 + 2)/(a + {3 + 2)(a + (3 + 3)]G!.fJ+2' 

(3.18) 

In these and the following equations, G~fJ stands 
for G~fJ(p, T) as defined by Eq. (2.13). 

Integrating by parts in Eq. (2.13), one obtains 

(a + (3 + 'Y + 2)G~(l = pe-P 1 afJ(TP) 

- 11 dt ta+(l+'Y+2 j!:.. -PTI ( t) p 0 dt e all Tp , (3.19) 

whence, by virtue of Eq. (3.11), 

(a + (3 + 'Y + 2)G!fJ 

= pe-Pla(l(Tp) + p[(l + T)(a + l)G~+l.fJ 
+ (1 - T)({3 + I)G!.fJ+1]/(a + (3 + 2). (3.20) 

Another integration by parts can be performed by 
using Eq. (3.5) in integrated form. Thereby 

X [eTPlla.fJ_l(Tpt)(a + {3 + 1)/{32Tp]}~ 
_ P 11 dt[(d/dt)ta+(l+'Y+le-U+T)P'] 

X [(a + (3 + 1)/2Tp{3][eTP'Ia.fJ_l(Tpt)]. (3.21) 

whence 

[2Tp{3/(a + {3 + l)]G!fJ = pe-PI a.(l-1 

+ p(l + T)G~~i-l - (a + {3 + 'Y + l)G!.(l-1' (3.22) 

Replacing {3 by ({3 + 2) in this equation and sub­
stituting the resulting expression for G! .fJ+2 in the 
previous Eq. (3.18), one finally obtains 

(a + {3 + 2)G!(l + 'YG~~i+l 
= pe-Pl a.fJ+1 + p(l - T)G~.fJ+11 

which, for 'Y = 0 becomes 

(3.23) 

(a + (3 + 2)G~fJ = pe-Pl ".fJ+1 + p(l - T)~.fJ+l' 
(3.24) 

The series (3.13) finally gives rise to the series 
representations 

where 

'" 
G~a = L b"k(Tp)2kg2a+2k+'Y+l(p), 

k-O 
(3.25) 

(3.26) 

is essentially an incomplete gamma function.20 Since 
gn (P) clearly decreases with increasing values of n, 
the series for G!" converges faster than the Bessel 
function series (3.13). The gn(P) satisfy the recurrence 
relation 

pgn(P) = ngn-l - pe-P, (3.27) 

which is satisfactory in the upward direction for 
n < p, and always in the downward direction. The 
starting functions are given by 

(3.28) 
20 Bateman Manuscript Project, Higher Transcendental 

Functions, edited by A. Erdelyi, W. Magnus, F. Oberhet­
tinger, and F. G. Tricomi (McGraw-Hill Book Company, Inc., 
New York, 1953), Vol. 2, p. 133. 
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and 
CD 

g .. (p) = e-P L //(n + l)(n + 2) ... (n + k), (3.29) 
k-l 

respectively. 

3.3. Recurrence Scheme for Evaluating 
the Functions G l~ 

For fixed values of p and T, a complete table of 
G~~ is required for the index values limited by 

Os a S n + l', 
o S fj S n' + l, (3.30) 

o S 'Y S 2l + l' + 1. 

These limits follow from the summation limits in 
Eq. (2.28). Moreover one recognizes that the index 
combinations (a + 'Y) and (fj + 'Y) are limited by 

a + 'Y S l + l' + n + 1, 

fj + 'Y S 2l + l' + n' + 1. 

(3.31) 

(3.32) 

In the following discussion, the subtractions in 
the recurrence scheme are examined as regards their 
effect upon the numerical accuracy. It may be noted 
that 

G~~ > 0 (3.33) 

for all parameter values. Furthermore, T is assumed 
to be positive. The case of negative T is disposed 
of in Sec. 3.6. 

The evaluation of the G table starts with the 
evaluation of the last a row, viz. Gl~, where 'Y and 
A = (l + l' + n + 1 - 'Y) are fixed and 0 S fj S 
n' + 2l + l' + 1 - 'Y. The rest of the table G~~ 
(for fixed 'Y) is then constructed by backwards re­
currence on a and fj, using alternately Eqs. (3.15) 
and (3.20). The initial row GlfJ can be found by 
one of the following two paths. 

First path for GlfJ (A, 'Y fixed): One starts by 
using the series expansion (3.25) for the calculation 
of G~N (N = n + n' + l + l' + 1), and then con­
structs the remainder of the row G~~ (0 S fj s N) 
by means of Eq. (3.24). Subsequently one constructs 
the rows G~-1.fJ (0 S fj S N - 1), G~_2.~ (0 s 
fj S N - 2), ... , Glr-'Y.~ (0 s fj S N - 'Y), for 
'Y = 1, 2, ... , (2l + l' + 1), by means of the 
relation (3.16). 

Second path for Gl~ (A, 'Y fixed): The series (3.25) 
is used to find G1M for M = max (n' + l, n + l') 
and the 'Y values 0 S 'Y S l + l' + 1. The choice 
of M is obvious from Eq. (3.30). The upper limit 
of 'Y is seen to be sufficient if one solves the inequal-

ities (3.31) and (3.32) for 'Y and substitutes the 
value of M for a and fj, respectively; this yields 
four limits, all S l + l' + 1. It may be noted that 

M ?:. 'Y (3.34) 

follows for all 'Y. Next the row G~~ (0 S fj s M) is 
obtained by means of Eq. (3.24) and then the rows 
G1~ (0 S fj s M) are constructed for 'Y = 1,2, ... , 
(l + l' + 1) using either (3.22), solved for G~7i-l 
or (3.23), solved for G~fJ so as to avoid loss of ac­
curacy. If fj is such that 

pe-PIM.fJ- 1 S !(fj + 'Y + M + I)G1.~-1' (3.35) 

then the cancellation in Eq. (3.22) will not lose 
accuracy. On the other hand, if fj is such that 

pe-PIM.H ?:. !(fj + 'Y + M + I)G1.H , (3.36) 

then by virtue of Eq. (3.34) 

pe-PIM.~_l ?:. !('Y + I)G1"H (3.37) 

and hence Eq. (3.23) will not lose accuracy.21 

3.4. Properties of H~~ 

Substitution of Eqs. (3.1) to (3.3) into the de­
finition (2.12) of H~~, yields the recurrence formulas 

H::::~.~ = H~~l-l + 2T[-y/(a + fj + 1)]H!~, (3.38) 

+ 2T[('Y+ 1)(fj+ 1)/(a+fj+2)(a+fj+3)]H~!~.fJ+l' 
(3.39) 

H~fJ = [(a + I)H~+l.~ + (fj + I)H~ .~+l]/(a + fj + 2). 
(3.40) 

Performing an integration by parts in Eq. (2.12), 
similar to that described by Eq. (3.21), and using 
again Eq. (3.5), we find 

(1 + T)H~.~_l = H~~i-l + 2T[fj/(a + fj + 1)]H~~ 
+ (p'Yh!)e-PI".~_l(Tp), (3.41) 

if 'Y ~ 0, and 

(1 + T)H~.fJ-l = 2T[fj/(a + fj + 1)]H~~ 
+ e-PI ".~-l(Tp) (3.42) 

for 'Y = O. An analogous integration by parts, using 
however (3.6) in integrated form, i.e., 

J dt e-rp'I ,,~(Tpt) 

= -[(a + fj + 1)/2Tpa]e-
rp

'I,,_1.fJ(Tpt), (3.43) 

21 Here it is assumed that G'YM.~ is a smooth function of (3. 
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yields the relations 

(1 - T)H!-1.6 = H!:L6 - 2T[a/(a + (3 + 1)]H!/l 

+ (pYhl)e-PI a-1.iTp), (3.44) 

and 

(1 - T)Ir..-l./l = -2T[a/(a + (3 + 1)]H~/l 
+e-PI a.ll-l(Tp). (3.45) 

Subtracting Eq. (3.38) from Eq. (3.41) one finds 

(1 + T)H!.6-1 = H!:::~./l 

+ 2T[«(3 - 'Y)/(a + (3 + 1)]H!1l 

+ (pYhDe-PIa,/l-bp), (3.46) 

and, adding Eq. (3.38) to Eq. (3.44), one obtains 

(1 - T)H!-I./l = H!~J-l 

+ 2T[('Y - a)/(a + (3 + 1)]H!/l 

+ (pY hDe-PI a-I,iTP). (3.47) 

Finally one can carry out the following integration 
by parts in Eq. (2.12): 

y+l y+l 1'" d 
H!/l = e, It(tYe-prI a/l(Tpt)]}~ - e, dt t dt 

'Y. 'Y. I 

X I ty-a-Il-I[ta+/l+le-pr I a6(Tpt)]}. 

Using the identity (3.12), this yields 

(1 - T)H!-I.fJ 

= [2T/(a+(3+1)](pY+lhl)e-PI a/l(Tp) + (I+T)H!,/l-1 

+ 2T[ -1 + ('Y + 1)/(a + (3 + 1)]H!/l' (3.48) 

The series (3.13) gives rise to the expansion22 

H!a = f bak ('Y + 12k) I T2khY+2k(P) , (3.49) 
k-O 'Y. 

where 

h () = -p- dt t"e-pl "+11'" 
" p nl 1 

(3.50) 

is given by the recurrence scheme 

ho = e-P
, (3.51) 

h" = h"-1 + (l/nl)e- p
• (3.52) 

3.5. Recurrence Scheme for Evaluating the 
Functions HY all 

Required is, for fixed values of p and T, a complete 
table H!/l for the index values limited by 

22 A more efficient way to calculate H-r aa will be given 
elsewhere. 

o ::; a ::; n + I', 
o ::; (3 ::; n' + I, (3.53) 

o ::; 'Y ::; n + n' + 1 - II - I'I, 
as is seen from the summation limits in Eq. (2.28). 
Moreover one recognizes that 

-(I + I') ::; 'Y - (a + (3 + 1) ::; I - II - I'I. 
(3.54) 

In the following discussion, the subtractions in 
the recurrence scheme are examined as regards their 
effect upon the numerical accuracy. It may be noted 
that 

(3.54') 

for all parameter values. Furthermore, T is assumed 
to be positive. The case of negative T is disposed 
of in Sec. 3.6. 

As in the case of the G function, the table is 
constructed in two stages: First the rows with 
maximal a = M are constructed for all 'Y. Specifically 

H1/l for M = max (n + I', n' + I), 0::; (3 ::; M 

and 

o ::; 'Y ::; max (n + n' + 1 - II - I'I, M) = 'Ymal[' 
(3.55) 

Then the remainder of the table, for a = M - 1, 
M - 2, ... , 0, is filled in by backward recurrence. 

The first stage, i.e., construction of the rows H16, 
starts by calculation of all diagonal elements H1M 
using the series (3.49) for all 'Y.22 Then the row 
H~/l (0 ::; (3 ::; M) is constructed using Eq. (3.42), 
and the rows H1/l (0 ::; (3 ::; M) for'Y = 1, 2, ... 'Ym." 
are obtained using Eq. (3.41) raising the value of 
'Y step by step. 

The second stage, i.e., lowering the index a for 
all 'Y and (3 values, is executed by finding first all 
H1-I,/l (0 ::; (3 ::; M, 0 ::; 'Y ::; 'Ym.x) , then H1-2.6 
(0 ::; (3 ::; M, 0 ::; 'Y ::; 'Ymax) , and so forth for 
a = M - 3, a = M - 4, etc. The functions for 
(a - 1) are obtained from those for a by using 
alternately the relations (3.38) and (3.40). Since the 
relation (3.38) simultaneously lowers the index 'Y, 
one has to use the relation (3.47) in conjunction 
with (3.40) in order to obtain the function H!-I,/l 
for 'Y = 'Ymax. According to the choice of 'Ym"", as 
given by Eq. (3.55), the term ('Ymax-a) is guaranteed 
to be positive. 

Actually, it is not necessary to construct this 
whole table, the condition given in Eq. (3.54) selects 
only a part of it. In particular if I = I' = 0, one needs 
only the elements for which 'Y = a + (3 + 1. 
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3.6. Recurrence Scheme for Negative Values of ': 

The discussion given in Secs. 3.3 and 3.5 for the 
subtraction loss of accuracy applies to the case that 
T is positive. It is always possible to identify the 
two atoms involved with A and B in such a way 
that this is the case. However, as in the case of 
the overlap integrals, it is also possible to choose 
A and B such that one has T < 0 in Eq. (2.28). 
In this case the calculation of the auxiliary functions 
G and H can be reduced to the calculation of auxiliary 
functions with positive argument values r by virtue 
of the relations 

G~{b, r) = GI .. (p, -r), (3.56) 

H~/J(p, T) = HI .. (p, -r), (3.57) 

which follow from Eq. (1.12) of the preceding paper. 
Hence, the discussion in Sees. (3.3) and (3.5) still 

applies, except for the fact that the limits given 
for the indices a and [:J have to be altered corre­
spondingly. 

4. COULOMB INTEGRAL FOR EXTREME VALUES 
OF THE INTERNUCLEAR DISTANCE 

4.1. Zero Internuclear Distance 

If A = B, the Coulomb integral of Eq. (1.11) 
becomes a one-center integral and can be treated 
by standard one-center methods based on the Laplace 
expansion for r~~.l1 This leads to the result23 

c!!:"' = oll'f[F! ... (x, y) + F! ... (y, x)], (4.1) 

where 

F~/J(x, y) 

== X
a

-
I
+2y[ (a + ! + 1) / (~ ! i)2 a

+IJ+
21(1 + 1) ] 

X E (a + 11:" I + i)yf, (4.2) 
i-O j 

x = ~/(~ + ~') = !(I + r), 

then the expression (1.32) for the Coulomb integral 
can be written 

c!!:m(R) = M!!:'" + SR!!:"'. (4.4) 

The first term, 

M!!:"' = If ( ll'L,) 1'" dt tL+2 IT!!: Let), 
L-II-I'1 m -m 0 0 

(4.5) 

has "long-range" character, in as much as it is 
proportional to a negative power of R, and is called 
the "multipole term." The second term, 

SR!!:"' = If' ( llIL,) 
L-I/-I'I m -m 0 

X {O dt(t-L+ 1 
_ tL+2)IT!!:L(t) , (4.6) 

is the "short-range term," in as much as it decreases 
exponentially for large values of R. Thus, there 
exists a distance RAt beyond which, to a specified 
accuracy, the Coulomb integral is given by the 
multipole term alone. This is of practical interest 
since the latter can be cast in a very simple form. 

From considering the derivations in Eqs. (1.14) 
to (1.32) it is obvious that the multipole term can 
be written 

M!!:"' = :t R-L- 1 J dV'(R,)LpL(COS 9)S(R'). (4.7) 
L-O 

Now the following identity is justified below: 

(R,)Lp L( cos 9) 

= L L L A~.r.r~'tYI .• (8,u, ~A1)r~·2Yf •• (8B2' ~B2)' 
h h • (4.8) 

where 

A~.I. = 411"(11 + l2)!/[(2l1 + 1)(212 + 1)(l1 + lI)l 
X (ll - II) I (l2 + II) I (12 - II) 1]1 (4.9) 

and the summations are determined by 

y = ~'/(~ + t') = !(1- T), 

f = !(t + ~'). 
(4.2') 0:::; 11 :::; L, 0:::; 12 :::; L, II + ~ = L, 

-min (l11 12) :::; II :::; min (ll' 12), 
(4.10) 

An alternate expression for this integral will be given 
elsewhere. 24 

4.2. Large Internuclear Distances 

If we replace, in Eq. (1.32), the first quadrature by 

i R 

dR' = loa. dR' - La> dR', (4.3) 

28 Similar fonnulas were given by S. Hagstrom, Ph.D. 
thesis, Iowa State University, Ames, Iowa, 1957, and by 
R. K. Nesbet, Rev. Mod. Phys. 35,552 (1963). 

14 K. Miller and K. Ruedenberg, to be published. 

By virtue of this identity, the eXflression (4.7) for 
the multipole term can be transformed back to 
integrations over (dV1) and (dV2), respectively. The 
result is 

M!!:'" = L R- L
-

1 L L L A~.l. 
L h '- • 

X J dVd(r .. u)*r~4\YZ. .• (8All ~Al) 

X J dV2g(rB2)ri:2Yf •• (8B2 , ~B2)' (4.11) 
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Inserting for f and g the basic charge distributions 
of Eqs. (1.3), (1.3'), one finds that, of the fourfold 
series, only one term survives, namely, 

M il'". Am ( I )< /') 
fl.n' = II' rAI rB2, (4.12) 

where 

<r~l) = [en + 1 + 1) !I(n + 1)! 2,,+1+1] 

X [(21 + 1)/41l']'r-1 (4.13) 

and similar for (r~l)' Hence the multipole term is 
given by 

M!!:m(R) = M(nlm)M(n'l'm)(l + l')!lt1t,I'R1+1'+\ 
where 

M(nlm) = [(n+:+ 
1
) /2"+1+1 J[ C~~) / (~l) T . 

(4.14) 

4.3. Derivation of Eq. (4.8) 

According to Carlson and Rushbrooke,25 the in­
verse distance between the two points 1 and 2 can 
be expressed in terms of the coordinates (r AI, 8Al, I(>A1) 
and the coordinates (rBZ, 8B2, I(>BI) by the expansion 

(4.15) 

provided that rAI + rB2 < R. Here A;',l. is defined 
by Eq. (4.9) and 1< = min (lll [2)' Now it follows 
from the definition (1.15) of R' that in this case also 

R' = [(rAl - rB2)2], :::;; rAl + rBZ < R, (4.16) 

so that Eq. (1.30) yields 

r;21 = R- l f (R,)LpL(COS 8). (4.17) 
L-O \R 

Comparison of the two series (4.15) and (4.17) yields 
directly the identity (4.8) provided that r Al + 
rg2 < R. From Eq. (1.15) one finds, however, 

(R' ·R) = RR' cos 8 = RrAl cos 8Al + RrB2 cos 8B2 , 

so that the left-hand side of the identity (4.8) can 
be expressed algebraically in terms of 

R' cos 8 = rAl cos 8Al + rB2 cos 8B2 (4.18) 

and 

15 B. C. Carlson and G. S. Rushbrooke, Proe. Cambridge 
Phil. Soc. 46, 626 (1950). See also R. J. Buehler and Joseph 
O. Hirschfelder, Phys. Rev. 83, 628 (1951). 

Hence, Eq. (4.8) represents a polynomial identity 
in the variables XAl, YAh ZAl> XB2, YB2, ZB2, and is 
therefore not restricted by any limitations on the 
variables. It can therefore be used in the integral 
I dV' pertaining over all space. 

5. COULOMB INTEGRAL BETWEEN PRODUCTS 
OF ATOMIC ORBITALS 

The Coulomb integrals commonly occurring in 
molecular quantum mechanics are obtained by sub­
stituting the orbital products 

f = (An l llml)(An21zm2) , (5.1) 

g = (Bnalama)(Bn414m4) (5.1') 

for the charge distribution f and g in Eq. (1.1). Here 

(Anlm) = (2t)"+;[(2n)D-fr~-le-rr'Ylm(8A' I(>A) (5.2) 

are normalized Slater-type orbitals, with 'Ylm being 
the real spherical harmonics defined in Eqs. (1.8) 
to (1.9"). 

Since the products of any two spherical harmonics 
can be expanded in terms of spherical harmonics,26 
the orbital product of Eq. (5.1) can be expanded 
in terms of the basic charge distributions [ANLM] 
of Eq. (1.3), (1.3') on the same center A, whence 

(Anl ll m1)(Anz12mz) = P".I,(tl/ta)P",I,(t2/t.) 

X (nl + n2) E qLM(llml l2m2)[ANLM] (5.5) 
nl L.M 

where 

Pnl(X) = 2"n! [(21 + 1)/(2n) !]ix .. +t, 

ta = !(tl + t2), 

N = (nl + n2 - 1), 

and the summation over L is limited by 

(5.5') 

(5.6) 

(5.7) 

L + II + 12 = even. 
(5.8) 

The summation over M is restricted to the two 
values M + and M _ given by 

M. = sign (ml) sign (m2) 1(lmll ± Im21)!, 
where 

sign (x) = x/lxl and sign (0) = +1. 
The corresponding coefficients are 

qLM+ = €+( -1)""+""[1 + 00,m.",,]12- t 

(5.9) 

(5.10) 

( 1112L)( II 12 L) (5 ) 
X 000 -Imll -lm21 (Imd+ 1m2!)' .11 ----

26 See Ref. 13, p. 63, Eq. (4.6.5). 
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q = (_l)max:(I ... ,I.I ... ·Il[l + " ]t 2-' 
LM_ E_ (lO'",I- m• 

( lll2L)( II l2 L ) (5 11') 
X 000 -lm111m21 (Im11-lm2!)' . 

where E+ and E_ depend upon the sign of (m1m2) 
and (m1 + m2) according to the Table I, and the 
product of 3i coefficients is given by27 

(M2ia)( i1 i2 ia) = (_1)"+1.+ .... 
000 m1m2ma 

X [el)eL2)(jj / C1 ~~)(ia~:nJCa~~) J' 
X [(X)C ~ J / (;lg)(2

g 
i2 i1)(2g + 1) J 

X L: (-1)'(. 2g - 2i1 )(. 2g - 2i2 )(2g - 2ia), 
• 12 + m2 - v 11 - m1 - v v 

(5.12) 

where 

(5.13) 

and the summation over v goes from max (0, i2 -

17 S. R. Polo, Studies on Crystal Field Theory (RCA Labora­
tories, Princeton, New Jersey, 1961), Vol. I, Eqs. (8.14) and 
Eq. (8.22). 

TABLE 1. 

(mlm2) (ml + rna) E+ L 

+ + 1 1 
+ -1 1 

+ 1 -1 
1 1 

° 1 ° ° +,0, - 1 ° 
is - mil i1 - ia + m2) to min (2g - 2ia, i1 - mil 
i2 + ma). 

Combination of the expansion (5.5) for orbital 
products with Eq. (1.11) for basic Coulomb m­
tegrals yields 

[(An1l1m1)(An2l2m2) I (Bnalama)(Bn4l4m4)] 

= P", I, (rt! ra)P ... I.(r21 ra)P",I.(ra/rb)p ... I.(r41 rb) 

X (n1 + n2)(na + n4) L: L: qLM(llm l l2m2) 
n1 na L.L' M.M' 

X QL'M,(lamal4m4) aMM.C~~:M(R), (5.14) 

which reduces Coulomb integrals between products 
of real atomic orbitals to Coulomb integrals between 
basic charge distributions. 
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Solution of the Bloch-N ordsieck Model* 
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(Received 26 May 1965) 

An operator solution is constructed for the Bloch-Nordsieck model, in the formulation of Bogolubov 
and Shirkov. The following are some of the features of the solution. (a) The method of solution depends 
on the following assumption: The renormalized electron current is identical with the free-field current. 
The resulting solution is consistent with this assumption. (b) The infraparticle structure of the 
electron is analogous to the infraparticle structure in Schroer's model. (c) The ordering of fields, i.e., 
the definition of their products, is considered in detail. A modification of Wick ordering (called 
F-ordering in the text) appears particularly satisfactory. (d) The solution allows a heuristic discussion 
of the infrared representations of the electromagnetic field. These depend, apparently, on the chosen 
velocity of the electron. 

1. INTRODUCTION 

T HE model of Bloch and Nordsieck1 gave us the 
first clue for understanding the peculiarities 

of the infrared in quantum electrodynamics. For this 
reason, and for others, the interest in the model 
remained. In particular, Bogolubov and Shirkov 
(BS)2 presented an elegant formulation, and com­
puted the electron Green's function. Their formula­
tion also forms the basis of the present work. 

In this paper we construct an explicit operator 
solution for the model, i.e., we express the Heisen­
berg electron field if; and the photon field A in terms 
of the corresponding free fields. In this way we 
clarify the infraparticle structure of if;. We find that 
this structure arises from regularization of integrals3 

at k = O. Therefore, we have a close analogy with 
Schroer's model.4

•
5 

The Bloch-Nordsieck model does not allow elec­
tron recoil or spin flip. Consequently, it is expected 
to be trivial, in the sense of having the S-matrix 
equal to unity. The main interest in the model lies 
therefore in the details of the solution, of which we 
have already noted one: the infraparticle structure. 

Let us now describe the model. The essential 
feature, as is well known, is the assumption of a 
definite electron velocity v. One then replaces the 

* This work represents results obtained in part at the 
Courant Institute under the Ford Foundation grant for 
mathematical physics. 

t Present address: Department of Physics, Columbia Uni­
versity, New York, New York. 

1 F. Bloch and A. Nordsieck, Phys. Rev. 52, 54 (1937). 
! N. N. Bogolubov and D. V. Shirkov, Introduction to the 

theory of quantized fields (Interscience Publishers, Inc., New 
York, 1959), Sec. 41. This book is referred to as BS in the 
text. See also A. V. Svidzinskii, Zh. Eksperim. i Theor. Phys. 
31,324 (1956) [English transl.: Soviet Phys-JETP 4,179]. 

a A. S. Wightman, lectures in Summer School in Cargese, 
Corsica, 1964. 

4 B. Schroer, Forsch. Phys. 11, No.1 (1963), Sec. III. 
I J. Tarski, J. Math. Phys. 5, 1713 (1964). 

ai-matrices by the respective components Vi' and 
similarly for the matrix (3. For a four-dimensional 
formulation, we introduce the 4-vector 

= (1, v)(l - v2)-t, (1.1) 

We assume the following field equations, which 
are implicit in BS (in, e.g., the Feynman gauge; 
o = -a! + V 2

): 

(iu' a, - m)if; = (eu' A, if;)ren, 

oA' = -(eu'if;*if;)ren. 

(1.2a) 

(1.2b) 

The subscript "ren" indicates renormalized inter­
action terms. We shall also consider the subsidiary 
condition on physical states '1': 

(a.A'(x»i< = o. (1.3) 

One normally requires, in addition, renormalized 
canonical commutation (or anticommutation) rela­
tions. They will be examined in detail. However, we 
shall be referring to fields which satisfy Eqs. (1.2) 
as solutions of the model, even if they are not local. 
We construct, in fact, two solutions for if;, which 
differ with respect to the ordering of fields in 
products. We shall see that the relation 

[if;(t, x), UO if;*(t, y)]+ = Z;l ~(x - y) (1.4) 

is not fulfilled by one of our solutions, but the other 
solution can fulfill the usual relations for equal times. 

The solution of the field equations hinges on the 
following assumption, where if;(o.±) denote the crea­
tion (+) and the annihilation parts of the free­
electron field: 

(eu'if;*if;)ren = eu'if;(o'+)if;(o.->. (1.5) 

This equation means, e.g., that there are no closed 
fermion loops in the theory, and this latter state­
ment is in agreement with the conventional pertur-

560 
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bation-theoretic solution. In fact, each of the fields 
1/I(0.±) has only one sign of frequency, and con­
sequently our solution does not allow antifermions. 

We shall see that Eq. (1.5) is consistent with our 
solution for 1/1, 1/1*, and with our renormalization 
prescriptions. Furthermore, these fields yield a 
Green's function, which is in agreement with the 
function obtained in BS by functional integration. 

The solution of field equations is now straight­
forward, at least in principle. We find A from Max­
well's equations and Eq. (1.5), and when A is known, 
Dirac's equation can be integrated. 

In the first part of our paper, in Secs. 2 and 3, 
the presentation is based on the Feynman gauge. 
This gauge is the most convenient, and allows a 
direct comparison with the results of BS. However, 
it seems that the subsidiary condition can be ful­
filled only in a way which is rather unsatisfactory. 
0ne can avoid this difficulty by employing the 
Coulomb gauge, which we discuss in Sec. 4. 

The operator solution allows us to examine the 
infrared representations of the electromagnetic field 
(Le., of the corresponding canonical commutation 
relations). Unfortunately, we are able to give only 
a heuristic discussion. It appears that the infrared 
representations are characterized by translation, as 
in some other models,1.6.6 and that these representa­
tions depend on the chosen velocity v. 

Another shortcoming of our work lies in the treat­
ment of renormalization. We describe in Sec. 2 
three separate prescriptions, two of which depend 
on particular ordering in products of fields, and the 
third, on the use of counter terms and singular 
multipliers. These prescriptions, however, are in­
troduced in an ad hoc way. A search for a more 
systematic approach to renormalization should be 
attempted. 

It may also be worthwhile to point out, that our 
analysis of the model is mathematically precise, even 
though the treatment of certain details remains to 
be improved or completed. In particular, the quanti­
ties which we introduce have essentially unam­
biguous meaning. (We largely ignore the questions 
of domain of field operators.) While our renor­
malization prescriptions appear somewhat arbitrary, 
each of them is mathematically precise, or can be 
readily made such. For contrast, the computation 
of the electron Green's function in BS proceeds 
through an infinite renormalization, and is therefore 
essentially formal. 

• K. O. Friedrichs, Mathematical aspects of the quantum 
thoory of fields (Interscience Publishers, Inc., N ew York, 1953), 
Sec. III and §19. 

We now present an outline of the paper. In Sec. 2 
we first describe the renormalization prescriptions. 
Then we make the restriction u = (1, 0) and con­
struct the fields A, 1/1, 1/1*. In Sec. 3 these fields are 
examined in detail. In Sec. 4 we construct the solu­
tion and discuss briefly its properties, for the case 
of a general vector u. Both the Feynman gauge and 
the Coulomb gauge are considered. Section 5 is 
devoted to the infrared representations. Finally, 
Sec. 6 contains a short discussion of our results. 

2. SOLUTION CORRESPONDING TO A 
STATIC ELECTRON 

A. Renormalization and Ordering 

We have already stated that we shall express 1/1 
and A in terms of the free fields 1/1 (0. ±) and A (0) • 

The former satisfy the equations 

(iu' o. ± m)1/Ico.±) = 0, 

and the canonical commutation relations 

[1/I(0.±), 1/I(0.±)]+ = 0, 

[1/I(0·-)(t, x), u01/l(0·+)(t, y)]+ = 6(x - y). 

Therefore, one can try to renormalize the theory 
by Wick- or W-ordering of the fields and of the 
interaction terms. 

However, we shall see that a modified ordering 
perscription appears to be preferable. This ordering 
resembles the E-ordering introduced by Friedrichs,7 

and we shall call it F-ordering. For this ordering we 
arrange the factors as follows. We put any 1/1(0.-) 
standing alone to the right, any 1/1(0.+) standing alone 
to the left, and leave any functional of the 4-current 
u1/l(0. +)1/1(0.-) unordered. (The current commutes with 
itself.) For A (0), we use the usual Wick ordering. 
Examples will make this procedure clearer. 

We shall derive the relevant formulas for each 
ordering perscription. The subscript "ord" will be 
used to indicate that either ordering can be used in a 
given product, provided this choice is consistently 
followed. Thus 

(AB)ord = (ABh or = (AB)w == :AB:. (2.1) 

These subscripts will be used sometimes for the 
electron fields as well. The two solutions 1/1, and 1/Iw 
of course differ in some respects. 

We introduce the notation 

(2.2) 

since these fields are proportional (in our solution) 
to 1/1(0.-) and 1/1(0.+), respectively. However, each of 

7 K. O. Friedrichs, Ref. 6, §24. 
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the fields 1/t1±] may have contributions from all values 
of frequency. We shall refer to the two fields 1/t1±] 
jointly as the electron field, and to 1/t(0.±) as the 
free-electron field 1/t(0). 

Now, if we renormalize by ordering, we can write 
Eqs. (1.2) in the form 

(iu' o. ± m)1/tI±] = TeuP(A.1/tI±])ord, 

OA' = -eu'(1/tI+J1/tI-J)ord, 

(2.3a) 

(2.3b) 

and our assumption about the current becomes 

(2.4) 

Finally, let us note that an alternative approach 
to renormalization is to construct the interaction 
terms as, e.g., the limits8 

allow us to set 

1/t<o·±)(t, x) = X<±l(X) e±'m'. (2.11) 

The canonical anticommutation relations are 

[x<-)(x), x<+)(Y)]+ = ~(x - y), 

(2.12) 

and if 

<±)(x) - 1 J d~ e'F'k"x-<±)(k) 
X - (27r)4 , (2.13) 

then 

(2.14) 

The free-electron current satisfies 

(2.5a) lO) == (p,O), p = p(x) = x(+)(x)x<-)(x), (2.15) 

(2.16) 

(2.17) 
r u P1/tI+J(x+e)1/tI-J(x) - < 1/t1+JU' 1/t1-l)o-Cle)A'(x) 
:!,e l+r2(e) , 

(2.5b) 

where the functions C" r" and (1/tI+J1/tI-J)o may be 
singular at e = O. When we compare with our solu-
tions, we shall see that the F-ordering is consistent 

[p(x), p(y)] = 0, 

[p(X), X<±)(Y)] = ±~(x - Y)X<±)(y). 

We further set 

( ) 1 J d3k 'FikX-±(k) 
p x = (27r)1 e p j (2.18) 

with these expressions, if one sets then 

r 1 = C2 = (1/tI+J1/tI-J)o = O. (2.6) 

On the other hand, W-ordering is inconsistent with 
the expressions (2.5). See Eq. (3.37) and the sub­
sequent discussion. 

In view of their consistency with F -ordering, the 
expressions (2.5) will not be considered as often as 
the ordering prescriptions. 

B. The Free Fields 

For the free electromagnetic field A (0) we shall 
use in Secs. 2 and 3 the Feynman gauge, so that the 
commutation rules are 

[A!O){x), A~O)(y)] = -i-1gp..D(x - y). (2.7) 

This gauge corresponds to the longitudinal coef­
ficient dl = 1. Naturally, we require 

(2.8) 

In the remainder of Sec. 2, and in Sec. 3, we shall 
specialize to the case 

u = (1,0). 

The equations for the free electron field, 

(i 01 ± m)1/t(o.±) = 0, 

8 W. Zimmermann (private communication). 

(2.9) 

(2.10) 

C. The Interacting Fields 

We consider first the electromagnetic field. The 
spatial components do not interact, so 

8 = 1,2,3. (2.20) 

For Ao, the solution is the sum of the free field and 
of the Coulomb potential, 

Ao(t, x) = A~O)(t, x) + e<J?(x), (2.21) 

<J?(x) = 1- J d3y p(y) . 
47r Ix - yl (2.22) 

As is well known, one can also derive the Coulomb 
interaction in the framework of covariant quantum 
electrodynamics.9 

For the study of representations of canonical 
commutation relations, it will be useful to express 
the solution (2.21) in terms of translated canonical 
operators (or distributions). This is as in the usual 

9 J. M. Jauch and F. Rohrlich, The Theory of PhoWn8 and 
Electrons (Addison-Wesley Publishing Company, Inc., Cam­
bridge, Massachusetts, 1955), Sec. 6-1 and references given 
there. 
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treatment of fixed source scattering. We make the 
decomposition A o = A~+) + A~-), and 

This definition is equivalent to setting, e.g., 

A (±)() 1 J d3
k (±)( k) 'Fikx ° t, x = (271-)1 (2w)! ao t, e , 

B(t, x) = f'. dT A~o'+)(T, x)+ f'. dT A~o'-)(T, x). 
(2.23a) ,+". 1-,00 

(2.28) 

a~±)(t, k) = a~o'±)(k) e±i'" I + e[2-!(471'f1]p±(k)w-l , 

(2.23b) 

where w = /k/. One has, in fact, 

A~±) = A~o.±) + !e<I>. (2.24) 

The distributions aci°' ±) are associated with the plane­
wave decomposition of A~O), and satisfy the reversed 
commutation relations, 10 

[a~o'-)(k), a~o.+l(I)] = - ~(k - I). (2.25) 

Finally, we come to the electron field 1/;[±1. A 
formal solution is 

1/;[±I(t, x) 

= (exp [ ±ie r dt' Ao<t', x) J(±) (x) ) ord e""m' . 

We have to specify the indefinite integral. For the 
Coulomb potential part of Ao, we have no choice but 
to select an arbitrary lower limit T. This yields the 
expressions 

( ±i"O-Tl4>(Xl) = (e± i/34>(Xl) =e±i/34> (xl or 'e±i/34> (xl . e ord- ord •.• 

(2.26) 

We return to these expressions in Sec. 3. In partic­
ular, we shall see that in case of F-ordering, the 
exponential becomes a unitary operator, and vacuum 
expectation values can be made independent of T. 

However, for the free-field part Aci° l
, we cannot 

simply take a lower limit T. Such a limit would 
strongly affect the vacuum expectation values, and 
one could hardly consider the electron field as 
an approximation, in some sense, to a local field. 
We may note that the resulting field would still be 
a solution of the field equations, and in fact would 
be analogous to the bilocal solution of Schroer's 
model,5 but we shall not discuss this possibility 
further. 

We can avoid these difficulties by using the plane 
wave decomposition of A~Ol, and by setting r dt' Aci°\t', x) 

_ 1 J aak [ (o'+)(k) .",,-.kX(, )-1 
- (271')1 (2w)t ao e tw 

The commutation relations (2.25) give us, formally, 

(B( )B( » 
I'J -1 J d3

k -ik(,,-u> 
x y ° (271')3 2w3 e • 

We see a divergence at k = O. 
As in Schroer's modef· 5 one can restrict the test 

functions f(k) for B by imposing the condition 
f(O) = 0, or else, regularize the integrand. We shall 
see in the next section that here, as in Schroer's 
model, regularization must be used if one wishes 
to exponentiate the field. 

In the sequel we shall use the notation 

:e- i
•

B (,,>: = T*(x). 

The electron field can now be expressed as 

or 

(2.29a) 

(2.29b) 

(2.30) 

1/;[+I(t, x) = T(x)x(+>(x)(ei/34>(X»ord e·m
" (2.31a) 

1/;[-I(t, x) = T*(x)(e-·/34>(x»ordX(-)(X) e-·m
,. (2.31b) 

One sees that our assumption about the current is 
fulfilled, for either ordering. 

3. PROPERTmS OF THE FOREGOING SOLUTION 

A. The Field B 

We have already noted, that the field B(:x;) can 
be defined by regularizing an integral with the help 
of distributions. We now elaborate on this, as fol­
lows. First, we define one regularization, and we 
compute the resulting two-point function (BB)o. 
Then we consider more general regularizations. 
Finally, we show that one cannot avoid distributions 
by restricting the test functions at k = O. 

We now consider the two-point function, 11 

(B(x)B(y»o== -i-I:£) (->W (where ~= x- y) (3.1a) 

= 2(; 1)3 J d4k[~(w - Iki}w -3]reg e-·k~. 
71' (3.1b) 

+ aci°'->(kY'''''+'kx( -iwfl] == B(t, x). (2.27) The subscript" reg" indicates that the function in the 

10 Throughout the paper, this phrase refers to Eq. (2.25) 
and its analogs, and never to the commutator-anticommutator 
interchange. 

11 The corresponding commutator function :D was used by 
J. Schwinger, Phys. Rev. 74, 1439 (1948), Sec. III. 



                                                                                                                                    

564 JAN TARSKI 

bracket has to be regularized. The main point is 
to replace3

.& 

6(",)",-1 -+ (",-1)+ == (d/dw)[6(",) log "'] 
(3.2) 

= 8(",)",-1 for '" ~ 0. 

We will adopt the following definition: 

i-1:oC->W =~ J dOk 1"" dw(",-I)+ e-i"(~·-I(I c •• 6>. 
2(2r) -. (3.3) 

We select E > 0, in order to avoid having '" = ° 
an end point of integration. 

The function :oc-> is now easily computed. One 
uses the relation5 

and finds 

i-1 :oC->W = (4'lr2r l [r'(1) + 1] 

-8:2 log [ - (~O)2 + ~2 + iE~~ 

1 ~o ~o + I~I 
- 8r2 m log ~o - I ~ I - iE (3.580) 

We shall need the following special case: 

(3.5b) 
= _(4'lr2)-lr'(1) + (8r2r l log(-t2 + iEt). 

Let us now look at more general regularizations. 
An essential requirement for any two-point function 
(BB)o == _i-lmC-> is that 

(3.6) 

The distribution :oc-> satisfies this equation, and 
hence the most general solution is12 

mC->W = :oc->W + a~o + ib. (3.7) 

Equation (3.7) would be satisfied if a and b were 
distributions in ~. However, they can be only poly­
nomials in ~2 if one requires mC-> to be rotation­
invariant, and if one imposes the usual spectral 
condition. (This condition most likely remains 
meaningful for indefinite metric. 13

) If one also re­
quires (as in Ref. 11) that 

Dmc-> = 0, 

12 L. Schwartz, Theorie des distributions (Hermann & Cie, 
Paris, 1957-1959), 2nd ed., Vol. I, p. 53. 

IlLS. Iohvidov and M. G. Krein, Trudy Moscov. Mat. 
Obsc. 5, 367 (1956) [translation: Am. Math. Soc. Transl. Ser.2, 
13, 105]. 

then a and b must be constants. For these reasons, 
and for simplicity, we confine ourselves to the case 
where a and b are real constants. 

The constant b can be absorbed into :0 (-) if one 
alters the scale for the first logarithm in Eq. (3.580), 
but at the moment there is no reason to choose a = 0. 
Later in Sec. 3 we shall see how a relates to the renor­
malization of the electron mass, and to the com­
mutators [Ao, 1f(±lj. 

Of course, various other singular functions can 
be expressed in terms of :oc-> or mC-). In particular, 
we later need the function 

(A~o>B)o = _i-l ao:Oc->w - i-lao (3.8) 

Note that the function (Aci°> B)o can be evaluated 
directly from the definition (2.27), without regular­
ization, and this leads to a = 0. However, the pos­
sible presence of constant terms in such functions 
has been observed elsewhere. 14 

We shall also make use of the commutator func­
tions,ll 

(-~')[B(x), B(y)] = mC->w - mC-> (-~) 

== m(~) == :oW + 2at, 
m(O, ~) = a~ m(O, ~) = 0, 

at m(o, ~) = (4r 1~lrl + 2a. 

(3.980) 

(3.9b) 

(3.9c) 

Finally, let us demonstrate the need for regulariza­
tion. The following argument is in analogy with the 
analysis of Schroer's model; cf. Ref. 5, especially 
Sec. 3. We introduce a restricted field, Br , which is 
the restriction of B to test functions f E S satisfying 

J d4
x f(x) = ° = ](0). (3.10) 

The field Br leaves the Fock space of A~o> invariant, 
and allows one to replace (",-1)+ by 8(",)",-1. We 
want to know if one can define restrictions of :B":, 
to be denoted by :B::, which would also have these 
two equivalent properties. We shall see that :B:: is 
defined only for test functions i(k) which vanish 
for k2 = 0, and that :B!: cannot be defined at all, if 
nonzero vacuum expectation values are desired. In 
this sense one can define the exponential only of B, 
not of B" and the distribution (",-1)+ cannot be 
avoided. 

The proof of the corresponding facts in Schroer's 
model depended on the decomposition CPP = CPr + CPh 

which does not apply immediately to the present 
case. Therefore we give a direct proof. If we pre-

14 O. Steinmann, J. Math. Phys. 4, 583 (1963), Sec. 5. 
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suppose the restriction to the Fock space of A~O), 
we can write 

(2
1 )2 J d4~ e,kf(Br(x)Br(y»o = -2 1 (kO)-2 8W) fJ(kO) , 
7r 7r (3.11a) 

(2~)2 J d4~ e'k~(:B!(x): :B!(y):)o 

normal form. We state the result, but we shall not 
use it: 

e'/J~(Z) = :exp [J d3y x(+'(y)x(-)(y)(e,/J/IZ-YI - 1) 1 
(3.15) 

To obtain this equation, one can start with the sub­
stitution 

= (2:t J d4p(pO)-2 8(P2)fJ(p°) 

X W - pr;-2 8«k - p)2)eW _ pO), 
and proceed as in the reduction of time-ordered 

(3.11b) products. l6 

(2~)2 J ~~ e,kE(:B!(x): :B!(y) :)0 

With regard to the Wick-ordered exponential 
:e'/J~(Z):, the needed commutation rules can be like­
wise readily found l7

: 

= C;-7r~7 J d4
p d

4
q ... 8«k - p - q)~. (3.11c) :e'/J~(Z): x(±)(y) = (1+ i{3lx- yl-l)±V±)(y) :e'/J~(Z):. 

(3.17) 

In Eq. (3.11a) we can smear out the fields with a 
test function satisfying (3.10). For Eq. (3.11b), we 
must require that f(k)8«k - p)2) = 0 for p = 0, 
and the previous assertion follows. However, for 
Eq. (3.11c) we would need 

This equation was derived formally, but it can be 
used to study the questions of domain of :e'/J~:. 
We shall not study these questions, since the field 
1/;1.; I turns out to be not altogether satisfactory. 
One can also see that 

j(k) 8«k - p - q)2) = 0 for q = 0, all p, all k. [:e'/J~(Z):, p(y)] = [:e'/J~(Z):, :ei/l'~(Y):] = o. (3.18) 

This is possible only for f = 0, and the demonstra­
tion is complete. 

B. The Coulomb Pontential4» 

We stated in Sec. 2C that the operator e'/J~(Z) is 
unitary, if {3 is real. An equivalent assertion is that 
<I> is self-adjoint. l5 However, <I> has a real form, and 
so can be assumed self-adjoint. Alternately, one 
can use the Friedrichs extension theorem. Note that 

Let us derive some commutation relations. For­
mally one has, if a is a scalar, 

[A, B] = aD implies eAB = ea(BeA). 

We can apply this relation to <I> and x w: 

e'/J~(Z)x(±'(Y) = e%i/J/IZ-Ylx(±)(y)ei/J~(Z) . 

(3.13) 

(3.14) 

The use of distributions x(±) (y) can be justified, 
since the exponential factor is bounded in the real 
region. 

The observations just noted show, that the un­
ordered exponential is a very convenient quantity 
to work with. Also, it can be brought easily to a 

16 F. Riesz and B. Sz.-Nagy, Functional Analysis (F. Ungar 
Publishing Company, New York, 1955), Sees. 123, 124, and 
137. 

However, it seems difficult to relate e·/J~(z) to 
:e·/J~(z) :. 

C. Vacuum Expectation Values 

We shall now consider various vacuum expecta­
tion values in turn. We first note that the electro­
magnetic field functions are just the free field ones, 

(A.l(Xl) ..• A •• (x .. »o = (A!~)(Xl) ... A!~)(x,,»o. 
(3.19) 

The electron field functions are readily obtained 
from the preceding equations. We compute, in partic­
ular, the two-point time-ordered function, and com­
pare it with the solution of BS. We will next con­
sider briefly the arbitrary constants and renormaliza­
tion. Lastly, we will make a remark about mixed 
electron-photon functions. 

The electron two-point function is the same for 
the F-ordered as for the W-ordered solution. We 
set a, b = 0 in Eq. (3.8) and obtain, where ~o == t, 

Wm == (1/;!-I(X)1/;I+I(y»o (3.20) 

= (T*T)o<X(-)x<+»o e-·ml 

= C( - t2 + iet)"/Br' 8(~) e- iml
, 

C = exp [-e2r'(I)/47r2], ----

(3.21) 

(3.22) 
16 J. L. Anderson, Phys. Rev. 94, 703 (1954). See also 

BS, Sec. 39. 
17 J. Schwinger, Phys. Rev. 93, 615 (1954), Appendix B. 
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Since (T*T)o = e" HUI
, cf. Eq. (3.5b). In momentum 

space, WW becomes the Riesz distribution,lS 

(2~)2 J d4~ eHkWW 

= (2:)2 i: dte it
(w-

ml(_t2 + iEt)"'/s,,' 

= C(2'lIr1Zlll(w - m) 

= C'O(w - m)(w - mf(e'/4"'1-1, 

1 = _e2j47r2
, 

C' = C(27rf l7ri21-l[r(!l)r(!(l + 1))]-1. 

In this model, the time-ordered function is 

(3.23) 

(3.24) 

One sees that its Fourier transform is like the r.h.s. 
of Eq. (3.23), except that the lower limit is 0 rather 
than - cx). Aside from an over-all constant factor 
[cf. Eq. (3.29a) below], this is in agreement with Eq. 
(41.25) of BS, for u = (1, 0) and d l = 1. The con­
vergence factor e-" (as in BS) has to be supplied, 
in accordance with Feynman's rule m ~ m - iE. 

We now turn to the four-point functions, and let 
us assume the initial times T z , etc., in the expo­
nentials of cI>: e.g., 

(e±i/l~(X»ord = (exp [±ie2(xO - Tz)cI>(X)])ord' 

We use Eqs. (3.14) and (3.17) to displace such 
exponentials toward the vacuum state. The results 
are, for the two respective orderings, 

(",\-l(u) ",\-l(v) ",(+ I (x) ",(+1 (y»o 

= Rr.w(T*(u)T*(v)T(x)T(y»o[8(U - x)8(v - y) 

+ 8(u - y)8(v - x)]e-im( .. '+'.-z'-~'), (3.26) 

Rr = exp [-ie2
(VO - X

O 
- T, + T.,) Ix _ yl-1], 

(3.27a) 

Rw:.:= [1 - ie2(vO - T.) Ix _ yl-1] 

X [1 + ie2(XO - T.,) Ix _ yl-1]. (3.27b) 

Note that we can set Iu - vi = Ix - yl, in view of 
the 8-functions. 

One can see that these four-point functions already 
have the essential features of the general 2n-point 
function. 

In the case of F-ordering, one can eliminate the 
initial times T from the four-point function by 
choosing T, = T z • But the elimination is not pos-

18 L. Schwartz, Ref. 12, Vol. I, p. 49; Vol. II, p. 119. 

sible for W-ordering. This is one reason for pre­
ferring the F-ordering. 

We recall that (e±i"T~)y are unitary operators. 
Therefore, if we choose T. = T." etc., we can elimi­
nate the T -dependence of the fields by means of a 
unitary transformation of the Fock space of x(±). 
In fact, one can construct fields independent of T 
with the help of the reconstruction theorem/9

•
2o 

and they would have just such an interpretation. 
Let us now consider the effect of adding at + ib 

to 5)(->. The two-point function then becomes 

WW = C(-t2+iEt)"/S,.. e"'al e-"b 8m e-'ml. (3.28) 

We can interpret the new factors as renormaliza­
tions of field strength (of course, the unit of length, 
and hence an over-all factor of W, remain arbitrary), 
and of mass: 

C ~ C e-" b
, 

m~ m - e2a. 

We shall return soon to the last relation. 

(3.29a) 

(3.29b) 

Finally, we come to the mixed electron-photon 
functions. They could be readily obtained with the 
help of relations like 

[Aci->, T] = ie(AoB)oT. (3.30) 

We only note here that these functions in general 
have terms proportional to a, cf. Eq. (3.8), and also 
depend on a through exponential factors, as in Eq. 
(3.28). 

D. Canonical Commutation Relations and Counter 
Terms 

The relations and the terms in question may well 
be considered part of the definition of the model. 
Like the vacuum expectation values, both the com­
mutation relations and the counter terms show 
F-ordering as preferable to W-ordering. Both depend 
on the constant a in interesting ways. In particular, 
one counter term may reverse the mass renor­
malization (3.29b). 

We first note that the photon field commutators 
reduce to the free-field function, 

(3.31) 

Let us now assume a fixed time t. With either order­
ing, 

(3.32) 

n A. S. Wightman, Phys. Rev. 101, 860 (1956). 
20 R. F. Streater and A. S. Wightman, peT, Spin and 

Statistics, and All That (W. A. Benjamin, Inc., New York, 
1964), Sec. 3-4. 
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[Ao(x), 1jt[±J(y)] = =t=2ae1jt[±J(y), 

[Ao(x), 1jt[±J(y)] = o. 
(3.33a) 

(3.33b) 

We would expect both of these commutators to 
vanish. The term proportional to a comes from Eq. 
(3.9c) and is surprising, but we do not know what 
deeper meaning it may have. 

For the remaining anticommutator, one has 

(3.34) 

Z;l = 0 = e"H(O) = T*(x) T(x) , (3.35) 

d. Eq. (3.20) and subsequent lines. On the other 
hand, one can easily verify that 

(3.36) 

If the field A (~) had normal rather than reversed 
commutation relations, then we would have21 Z2 = 0 
in Eq. (3.34). For example, we expect Z2 = 0 for the 
Coulomb gauge. We may also note that for unequal 
times, the corresponding anticommutator is no longer 
a c-number. However, it would be finite also in cases 
where Z2 = 0, and an equation like (3.34) would 
then express the singular limit of equal times. 

Next let us turn to the counter terms. The inter­
action term for, e.g., 1jt~-J can be written in the form 
(2.5a) as follows: 

e(Ao(x)1jt~-\x)h = lim .-0 e[Ao(x + E)1jt~-J(x) 
+ ie(Ao(x + e)B(x»o1jt\;\x)], (3.37) 

where we used Eq. (3.30). In order to write 
(Ao1jt[;.l)w in such a form, we would need an equation 

:<I> ei~<I>: = <I> :e;~<I>: + f :ei~<I>:, 

where f is a scalar function. But this is impossible, 
since the vacuum expectation values of these opera­
tors would imply f = O. Analysis of the form (2.5b) 
is similar. 

Let us now return to the constant a and to the 
mass renormalization. Consider the interaction term 
(3.37). Equation (3.8) shows that, upon adding a~o 
to ~(->, the counter term yields a contribution 
_e2a1jt\;J to the r.h.s. So far this is the same renor­
malization as in (3.29b). We may argue, however, 
that one should start with the original equation, 
add _e2a1jt~-J to both sides, and interpret these terms 
as follows: as mass renormalization on the l.h.s., and 
as a part of the counter term on the r.h.s. Then we 
would obtain a compensating displacement of the 
mass, m ~ m + e2a. This argument, of course, 

21 Cf. K. Symanzik, in Lectures on Field Theory and the 
Many Body Problem, edited by E. R. Caianiello (Academic 
Press Inc., New York, 1961), especially p. 74. 

does not lead to any firm conclusion, but rather, it 
points to a situation that deserves to be clarified. 

E. Subsidiary Condition and Positivity of the Metric 

As is well known, the positive-definiteness con­
dition requires that the Fourier transform of the 
two-point function (e.g. of 1jt[±J) be a positive meas­
ure. 19 In the present model, we had to introduce two 
different sources of indefinite metric: reversed com­
mutation relations, and the extension of the elec­
tromagnetic field by a distribution-theoretic regulari­
zation. 

For the static electron, the indefiniteness from 
both sources can be eliminated by the subsidiary 
condition, but in a way which is not very satisfac­
tory. However, in Sec. 4 we are forced to consider 
the consequences of regularization in more detail. 

In the Heisenberg picture, which we employ, the 
subsidiary condition is 

('l11 a.A'(x) 1'l1) = 0 or [a,A (-)'(x)]'l1 = o. (3.38) 

In our model one has (also in the nonstatic case, as 
follows from covariance) 

(3.39) 

The condition (3.38) is not fulfilled by, e.g., a one­
electron state 

(3.40) 

One could try to modify such a state as follows. 
We consider the longitudinal and transverse parts~of 
A (0), and we introduce 

A = '1-2 div A(O), (3.41) 

so that 

(3.42) 

We further define 

(3.43) 

and the subsidiary condition will be fulfilled by 

'l1A •h = 1jti+ J(h) 10). (3.44) 

However, the two-point function of A needs to be 
regularized, and we can take 

(3.45) 

Then 

(3.46) 

Since the field 1jt[ ~ 1 does not exhibit an infraparticie 
structure, it appears that the state 'l1 A ,h cannot be 
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obtained by applying polynomials in I/;I.t.l and A. 
to the vacumm, and by taking reasonable limits. 
(The question of limits is delicate, in view of the 
indefinite metric.) If this is so, this state does not 
belong to what we would call the space of states 
of the theory. It also seems pausible, that such a 
space of states would have no state which satisfies 
the subsidiary condition, and which has nonzero 
charge. 

If the subsidiary condition is fulfilled for a given 
state, then this state has a nonnegative norm. (The 
usual argument, as given for Ari°) and A (0)\ can 
be readily adapted to B and A.) One therefore ob­
tains a space with positive-definite metric by the 
standard construction of a quotient space.20 

We may note, finally, the possibility of using the 
interaction picture. The electron field then fulfills 
the subsidiary condition in the following way22: 

[a,A(O.-I'(x)-e J d3x' p(x') D(-I(XO_yO, x-x') ] 

X I/;I+l(y) 10) = 0, (3.47) 

since [aoA <0.-)0, T] = eD<-)T. Furthermore, the 
strong singularity of (1/;1-11/;1+1)0 in momentum space, 
cf. Eq. (3.24), can be made harmless if we restrict 
I/;1.t.1(j) to test functions satisfying 

I: dt e.t.'ml f(t, x) = 0 = /(w = =Fm, k). 

One could therefore try to construct a suitable space 
of states for the interaction picture. But we do not 
consider this approach further. 

4. FIELDS FOR THE CASE OF A MOVING 
ELECTRON 

We now adapt the preceding results to other 
velocities, and also to the Coulomb gauge. The 
present analysis is of interest for several reasons, 
and we mention one in particular: The problem of 
proving positive-definiteness of the metric will be 
rather different from the corresponding discussion 
in Sec. 3E. 

We now assume that the electron field has a 
velocity 4-vector u, and we consider a proper, 
orthochronous Lorentz transformation A such that 

A(I,O) = u = (UO, ut, u2
, US) = (UO, u) 

(4.1) 
= (uo, -UIJ -U2, -us). 

Of course, A is not determined uniquely by u, and 
we suppose that a particular A has been chosen. 

12 J. M. Jauch and F. Rohrlich, Ref. 10, Sec. 6-3. 

We continue using the notation of the previous 
sections, but the fields will now refer to the velocity 
u, i.e., to Eqs. (1.2), unless otherwise stated. 

A. Free-Electron Field 

The equations for the free-electron field, 

(iuO ao + iuV ± m)I/;(O . .t.l = 0, (4.2) 

have the solution 

I/;(O . .t.l(X) = e±'m<uO.,o-UZlx<±l(x). (4.3) 

The fields x W of course depend on only three vari­
ables, 

I/;<o·±)(x) = e±,mr'x (±)({), where r = rlx. (4.4) 

The fields X(±l are therefore entirely analogous to 
the corresponding static fields, and we normalize 
them so that x<+> = x(->* and 

[x<->({), X(+l({,)]+ = o({ - {'). 
(4.5) 

On the other hand, the canonical anticommutation 
relations require adjoint fields, 

(4.6) 

[x(t, x), x(t, x')]+ = o(x - x'). (4.7) 

In the momentum space, we have 

X(±l(t, k) = (2'lIrJ J d3x eHk"x(±I(t, x) 
(4.8) 

[x<->(t, k), UOX(+l(t, k')]+ = o(k - k'). (4.9) 

For convenience we also note 

[x<->(t, x), X(+l(t', x')]+ = o[u(t - t') - UO(x - x')], 
(4.10) 

The free current now has up to four nonzero com­
ponents, 

(4.11) 
= v'Xx where v = (1, v), 

The static case and an invariance argument show 
that 

We also see that 

[j(Oll', j(011 = 0, (4.12) 

in contrast to the well-known result of Schwinger.23 

This difference in properties of the current can be 
sa J. Schwinger, Phys. Rev. Letters 3, 296 (1959). 
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related to the fact, that in a conventional relativistic 
theory/4 

j(x) 10) = 0 implies j(x) = O. (4.13) 

This implication is not valid in the Bloch-Nordsieck 
model. 

We shall make use of the Fourier transforms of 
J. We introduce 

(4.14) 

J({) = (2~)1 J d3
x e'fi"t]"'(x) 

= 1 J d3k e'fikJ: J"'(t k) (4.15) (211-)' , • 

Then, if the vectors k and " are restricted to the 
future light cone, 

J"'(x) = (c4w) eW( .. • .. -.,)[(uO"'-I)uk]J"'(t, k - wu). 
(4.16) 

Here (UO", -I)uk is the Jacobian a(k - wu)j a(k). 

B. Interacting fields in the Feynman gauge 

Let us turn to Maxwell's equations. Their solution 
IS 

(4.17) 

AB in the static case, this solution can be split into 
two Hermitian-conjugate parts A ("'). One can, e.g., 
use the fixed-source solution with reference to the 
moving frame, and then use Eq. (4.16): 

A (""'( ) = 1 J d3
k (""'(t k) e'fikz (4.19a) x (21[-), (2w)t a, , 

a(,o>'(t, k) = a(o·,o>'(k)e,oi"" 

The electron field can now be expressed as follows: 

l/t["d = :ed''''B,: (e"'if3~l/t(O''''')ord' (4.22) 

Here fJ = elCro - ZO), and ZO is an arbitrary value of 
rOo 

Let us consider the vacuum expectation values. 
For B', let us adjust the constants so that 

(B"B')o = -i-lg!"!D(-l(rl~). (4.23) 

This equation will result if we regularize w- I rather 
than ",-I. From this equation one obtains 

(ift[-]l/t[+1)0 = W(A -l~), (4.24) 

and similarly for other functions. To express these 
functions in p-space, one only needs to take the 
expressions for the static case, and to make the re­
placement '" ~ up. 

C. Interacting Fields in the Coulomb Gauge 

The difficulties which we observed with the sub­
sidiary condition can be eliminated by employing 
the Coulomb gauge. lI •

n We now present the relevant 
formulas. For the static case, this gauge yields 
Ao = e4>, so that 

_,)"'1 = ("'if3~ ("'» e"'iml 
'Y e X ord , (4.25) 

(l/t[-]l/t[+1)0 = (x(-)x(+»o = am, (4.26) 

as in Eq. (3.46). 
For the case of general vector u, we select the 

transverse gauge, and write the field equations as 

(iu'a, ± m)l/t["'1 = Te«uOAo - uAtr)l/t[",I)ord, (4.27) 

(4.28) 

We note the commutation relations for the spatial 
components, 

[A:r(t, x), A!r(t, y)] = i-lea,. - a,a.v-~a(x - y). 
+ eu'[2-1(471T l ]J"'(t, k)E(k), (4.19b) (4.29) 

E(k) = ",tw- 2(lk) = Ikll (UO Ilkl - ulk)-2, (4.20) Maxwell's equations have the solution 

where k ~ lk is the map inverse to k ~ k - wu. 

For the electron field, we need integrals B' of 
all components A (0)'. These integrals are readily 
evaluated if we use transformed coordinates, and 
proceed as in Eq. (2.27). The result is as in this 
equation, but with the following replacement of the 
denominator: 

24 P. G. Federbush and K. Johnson, Phys. Rev. 120, 1926 
(1960); K. Johnson, Nue!. Phys. 25, 431 (1961). Also, Ref. 20, 
p.163. 

A ( ) () euo J 3 J(XO, y) 
° X = eUo4>c X == 4-n- d y Ix _ yl ' (4.30) 

Atr = A(Oltr + e(U4»tr, (4.31) 

Note that 4>c ~ 4>. The Fourier decomposition of 
the Hermitian conjugate parts can be obtained from 
Eqs. (4.19) by making the replacements (where 
tk>, .1 k) 

a(o·,o)(k) -+ L tk>.aio,,ol(k), 
).-1.2 

26 B. Zurnino, J. Math. Phys. 1, 1 (1960). 
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The electron field 1/1[%[ is given by 

1/1[%1 = :exp (±ieuBtr): 

X (exp {±itJ[u~<I>c - U(u<I»tr]} 1/1(0. z»ord' (4.33) 

The second exponent is unitary in case of F -ordering. 
As before, this follows from reality of the expression 
in the brackets. 

We do not evaluate the electron two-point func­
tion. The relevant calculations are somewhat in­
volved, and we only note that 

(BtrBtr) = _1_ J d~ 1 (-1) -'k~ (~ _ krk.). 
r ,0 2(2.n-)3 w W W + e II., w2 

(4.34) 

Alternately, one could try to adapt functional 
methods [Ref. 25, especially Eq. (47)] to the present 
problem. 

D. Positivity of the Metric 

Most of the properties of the solution for a static 
electron, as considered in Sec. 3, carryover readily 
to the nonstatic case. We also indicated a few modifi­
cations earlier in this section. However, the question 
of positive-definiteness is more subtle than before, 
and is discussed presently. A fixed velocity vector 
u is assumed. 

Consider a one-electron state 1/I[+1(f) 10) in the 
Feynman gauge, and suppose that the field Bo has 
been omitted from the dressing exponential. Then 
it is easy to see, that this state will have a positive 
norm, for any nonnull function f. Moreover, such 
a conclusion appears very plausible for the case of 
the Coulomb gauge, where the longitudinal field 
is further omitted from the dressing exponential. We 
did not carry out the relevant calculations, however. 

We shall now concentrate on the Coulomb gauge. 
For the investigation of positive-definiteness for the 
Feynman gauge, with the subsidiary condition as­
sumed, one would in fact have to combine the pre­
sent discussion with that of Sec. 3E. 

Consider the applications of operators of the forms 
1/IIz1 (f) and nAtr(g) to the vacuum. Linear combina­
tions of such states and suitable limits define the 
space of physical states: 

x phys = (L nlA tr(gl) ... nmA tr(gm) 

X 1/I1-l(fl) ... 1/I1+1(hz) 10)}. (4.35) 

Our problem is to show that the states of this space 
have a positive norm (or at least, a nonnegative 
norm). 

The sectors corresponding to different charges 

are, however, orthogonal, and in fact can be sepa­
rated with a superselection rule. Therefore it suffices 
to establish that the norm is positive in each sector. 

The corresponding problem for Schroer's model 
has been thoroughly discussed. 3 The technique there 
was to give the boson field a positive mass p" and 
to let p, ~ 0 in a way which would manifestly pre­
serve positive-definiteness. Such a technique will 
also work for the present case. However, we have to 
make one assumption: 

(:exp [ieuBtr(x)]: :exp [-ieuBtr(y)]:)o 

= lim p,a(:exp [ieuB!r(x)]: :exp [_ieuB!r(y)] :)0' 
,....0 (4.36) 

where B,. refers to the time integral of the vector 
field A,. with mass p" and a is a (real) constant. One 
could try to confirm this relation by explicit cal­
culations, or perhaps by some ingenious device.26 

The analogous relation for Schroer's model is indeed 
fulfilled. 

Let us now outline a proof which differs slightly 
from that of Ref. 3. We consider the following as a 
typical state having one unit of charge: 

'I' = [1/11+1(/1) + nAtr(g)1/I1+l(f2) 

(4.37) 

We construct a new vector 'I'~, defined in terms of 
A,. and B,. and such that 

11'1'11 = lim p,a 11'1',.11. (4.38) 
~-o 

For each p, > 0, one will have 11'1',.11 2:: 0, on the 
basis of general theory of free fields, and 11'1'11 2:: 0 
will follow. 

To construct 'I'~, we make the replacements 
A -> A., B -> B. in (4.37), except that the operators 
1/IIz1 (h;) are treated in the following way. We write 

if; 1-1 (h1) if;1+l(h2) 

= J d4x d4y h1(x)h2(y) if;(o·+)(x) if;(o'-)(y)H(x, y), 

H(x, y) = exp (e2([uBtr(x)][uBtr(y)])0} 

X: exp (ieu[wr(x) - Btr(y)]}:. (4.39) 

Now, the first exponential is a c-number function, 
and we leave it unaltered. In the second exponential 
we replace Btr by B!r, as before. 

One may check that this prescription indeed yields 
'1',. satisfying Eq. (4.38), provided Eq. (4.36) holds. 
The motivation for this construction depends on the 

18 See, e.g., A. Jaffe, J. Math. Phys. 6, 1172 (1965). 
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interpretation of the second exponential in (4.39) 
as a bilocal field 5 which leaves invariant (when 
smeared out) every charge sector of JCl>by •. 

5. REMARKS ON INFRARED REPRESENTATIONS 

A. Representations of the Spatial Components A· 

Our approach to the question of infrared rep­
resentations follows the discussion of Schroer's 
model. 5 However, the present arguments are less 
complete. We assume a fixed velocity vector u. 

For definiteness, we shall be referring to the 
Coulomb gauge, and to A tr. However, one may also 
wish to consider some framework where A L is an 
independent field, whose effects are not cancelled by 
A 0, and where the metric is positive-definite. Then 
our arguments could be readily adapted to A L. 

We now introduce an enlarged space of states 
JC*. For this space, the free electron field and the 
exponential are not assumed to be related in space­
time. Thus 

We see distributions at) translated by a function, 
which has the expected singularity at k = 0, i.e., 
[k[-id where d is the number of spatial dimensions. 
This translation has two separate origins: the struc­
ture of the electron field, and the current in 
Maxwell's equations. 

There remains the problem of describing the action 
of the a~%) on normalizable vectors, e.g., 1/;[+1(1) [0). 
(We may observe thatAtr needs to be smeared out in 
space only, but 1/;[%1, also in time.) We conjecture 
that the sector JC of one unit of charge can be rep­
resented as a direct integral, 

(5.7) 

where in JC~ the following distributions define a Fock 
representation: 

a~±>Ct, k) - 1l£k).e[Kw-1w- 1 + e±i~K'E(k)(uO)-I]F(k). 
(5.8) 

., 
JC* = LED JC[nl(1/;(O» @ :tCn(A(o)tr), 

Here F is any real function, differentiable at k = 0, 
(5.1) and satisfying 

where JCn(A (0) tr) is generated by n exponentials of 
ieuBtr applied to the vacuum, and by A (O)tr. The 
space JC[nl is the n-particle sector of JCFock (1/;(O». In 
particular, for n = 0, the term is just [O)if-(O)@ 
JCFook(Atr). We see that 

JC~h:v. C JC* C JCmax == JCFOCk(Btr) @ JCFock( 1/;(0». 
(5.2) 

A partial completion of JCFock (Btr) is presupposed 
here. 

Let us turn to the infrared representations of 
A tr in sectors of nonzero charge. We start with some 
commutation relations: 

[a~±)(t, k), :exp [ieuBtr(t', y)]:] 

X :exp [ieuBtr(t', y)]:, (5.3) 

[a~±)(t, k), 1/;(0.+)(t', y)] 

= K'1l£k~eE(k)(uOrle±ikYe±ikU(l-1 ');..0 1/;(0.+) (t', y), 
(5.4) 

(5.5) 

From these equations we obtain, for one unit of 
charge, 

{a~-l(t, k) - 1l£k~e[Kw-lw-le-i"(H') 

+ K'E(k)(uO)-le-ikU(H'l/"O]e-ikY} I/t[+I(t', y) [0) = O. 
(5.6) 

F(O) = 1, (5.9) 

To motivate this conjecture, in particular that 
the distributions (5.8) are Fock, we observe that 
the smearing of charges can be thought of as "pro­
viding an ultraviolet cutoff." Therefore, the function 
which defines the translation should be non-square­
integrable only at the origin, and not at infinity. 

This argument can be made precise for the effect 
of the dressing exponential. Indeed, we can replace 
t' by t' + iT, T > 0, in Eq. (5.3). Then we obtain 
infrared representations of A (0) tr in JCn (A (0) tr), which 
are characterized by the distributions (5.8), but with 
the last term (proportional to K') omitted; i.e., the 
resulting distributions have the Fock property. 

Unfortunately, we do not know if the effect of 
the current in Maxwell's equations can be analyzed 
in similar terms. Indeed, the following prototype 
problem is still unsolved, apparently: to determine 
the representations of cp, satisfying 

Ocp(t, x) = gp(x). (5.10) 

Here p is as in Sec. 2, and g is a constant. 
We may note, finally, that Bloch and Nordsieck1 

assumed a c-number electron field, and therefore 
they did not encounter the effect of the current. 
Indeed, they solve the problem by a canonical 
transformation, which is a translation resembling 
(5.8), but with the last term again omitted. In the 
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approach of Bloch and N ordsieck, one can readily 
eliminate ultraviolet effects by introducing an elec­
tron form factor, but these authors worked with 
point electrons. 

B. Representations of the temporal component A 0 

If we work in, e.g., the Feynman gauge and ignore 
the subsidiary condition, then we encounter an 
infraparticle structure consisting of timelike photons. 
This structure seems more intricate than the cor­
responding effect of spacelike photons. Recall, e.g., 
the nonintegrable singularity of the electron two­
point function, Eq. (3.24). In the Thirring model 
we can find another instance of infraparticle struc­
ture arising out of a field with reversed commutation 
relations. 3 

If one hopes to clarify the infraparticle structure 
in these cases, most likely it will be necessary to 
introduce the concept of equivalent representations 
of such fields. One could then hope, e.g., to relate 
the singularity of a vacuum expectation value to 
an equivalence class of representations. 

In the study of spaces with indefinite metric, a 
standard technique13 is to introduce a positive-def­
inite form in addition to the indefinite one. This 
is familiar for the Fock space of A~O): 

(a, (3)ind = L: (an' (3n), (a, (3)pd = L: (-l)"(an, (3n), 

where we sum over contributions of n-particle sec­
tors. The positive-definite form allows us, e.g., to 
study the expansion of the operator 

J d4x d4y f(x) g(y) :exp {ieuO[Bo(X) - Bo(y)]):, 

and one can show, as in Schroer's model, that this 
(A IO ») . . t operator leaves X Fook ° lllvanan . 

For the study of sectors of nonzero charge, we can 
proceed as with the spatial components. The com­
mutation (5.3)-(5.4) remain valid, if we make the 
replacements 

ai"')---?a~"'), uBtr---?uoBo, K---?-K, UtkX---?Uo. 

(5.11) 

Again we may hope that the sector of, say, unit 
charge, can be decomposed as the direct integral 
(5.7) of Fock representations, which are defined 
by the following distributions: 

a~"')(t, k) - e[ -uo Kw-lW- 1 + e""~K'E(k)]F(k). 
(5.12) 

The function F has the same restrictions as before. 
In conclusion we may note, that such Fock rep-

resentations would suggest the introduction of a 
positive-definite form (or forms) in the sector of 
given charge. 

6. CONCLUSION 

We should like to emphasize the following features 
of our solution as perhaps the most significant: 

(1) The key to the solution is the identity iron = 
;<0) . 

(2) By selecting F-ordering and a = 0, we ob­
tained a solution that has the properties which one 
normally expects of a quantum field theory, aside 
from relativistic invariance and crossing symmetry. 
On the other hand, the natural alternatives of 
W-ordering and of a ¢ 0 exhibit some anomalies. 
For comparison we may note another model (two­
dimensional electrodynamics) where a similar arbi-

• 27 trary constant destroys Lorentz covarIance. 
(3) Another feature of the model is a striking 

resemblence to several two-dimensional models, e.g., 
Schroer's model, and the interaction of massless 
spinors with massive vector mesons.28 This resem­
blance is not only with respect to the infraparticle 
structure, but also with respect to renormalization. 
Indeed, in all these models we have Zl = Z2 = 0 
(or Z~l = Z;;l = 0, as a result of reversed com­
mutation relations), Za = 1, Om infinite (if m ¢ 0), 
and op. finite, or even zero. The assertions about 
mass renormalization are based on perturbation 
theory. 

Of the foregoing features, one could readily con­
jecture the first, without knowledge of the solution. 
The remaining ones, however, do not seem so intui­
tive. 

We now summarize some technical questions 
which arose but were not settled during this in­
vestigation. 

(1) One could ask whether there may be other 
solutions to the field equations, e.g., solutions which 
violate our assumption iron = i IO

). 

(2) Perhaps a more systematic approach to re­
normalization can be found. In particular, most 
likely there is some deeper significance to the partic­
ular counter terms which occur in this model, and 
also to F -ordering. 

(3) The constant a should be better understood, 
especially its role in the commutators [Ao, !,VI"'J], the 
counter terms, and the electron mass renormaliza­
tion. 

(4) One could ask whether a more satisfactory 

27 L. S. Brown, Nuovo Cimento 29,617 (1963). 
28 G. Wraith, thesis, Cambridge University, 1964. 
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way could be found to handle the subsidiary 
condition. 

(5) We assumed Eq. (4.36), and this equation 
remains to be proved. Or perhaps an alternate way 
could be found to establish positivity of the metric, 
for the Coulomb gauge. 

(6) One would like to determine the equivalence 
class of representations of fields for the case of 
scattering by a given operator source, like p{x). 

(7) It might be desirable to formulate the problem 
of equivalence of representations of fields, for the 
case of indefinite metric. 
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Indefinite Metric Resulting from Regularization in the Infrared Region* 
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We consider the free scalar massless field in two dimensions, defined with the help of Wightman's 
regularization at p = O. The one-particle sector of this field is completed, and is shown to be a space 
of type ITl, studied by Iohvidov and Krein. (Alternately, one can also obtain a direct sum of two 
such spaces.) 

1. INTRODUCTION 

RECENT work on quantum field theory models 
has led to several instances in which peculiari­

ties of the infrared were observed. A typical result 
would be the occurrence of power function branch 
points. Our current understanding of these peculiari­
ties can be paraphrased as follows. 

The free scalar massless field, cf>, in two dimensions 
is anomalous at the originl p = O. In particular, 
the field gives rise to integrals divergent at p = O. 
Such integrals can be regularized by making the 
replacement2 

fJ(w)w- l ~ d/dw[fJ(w) log w] == (w-l )+ 
(1.1) 

= fJ(w)w- l for w ~ O. 

This regularization is then the basis of the infrared 
behavior in various simple models in two and in 
four dimensions. 2

-
5 

We shall take the Fourier transform of F(x) to be 

P(p) = (2'IlT l J d2x e-'1'Z F(x). (1.2) 

The scalar product for one-particle states of cf> now 
has the form 

(cf>(F*)cf>(H)o = 7r J d2p u(p)(F*)~(p)fl( -p), (1.3) 

u(P) = 2[!5(u)(v- l )+ + !5(v)(u- l )+] , (1.4) 

* This work was supported in part by the National Science 
Foundation, Grant NSF-GP-2416 (D.A.D.), and in part by 
a Ford Foundation grant for mathematical physics (J.T.). 

t Present address: Department of Physics, Columbia Uni­
versity, New York, New York. 

1 This fact was noted, for instance, by K. Symanzik, in 
Lectures on High Energy Physics (at Hercegnovi, 1961), edited 
by B. Jaksic (Federal Nuclear Energy Commission of Yugo­
slavia, 1962), Vol. II, p. 500. 

t A. S. Wightman, lectures at Summer School in Cargese, 
Corsica, 1964. 

3 B. Schroer, Fortsch. Phys. 11, No.1 (1963), Sec. III. 
4 J. Tarski, J. Math. Phys. 5, 1713 (1964). The present 

field <I> corresponds to 'Pk of this reference. 
6 J. Tarski, J. Math. Phys. 7, 560 (1966) (previous paper). 

where u and v are the light-cone coordinates, 

u = pO _ p\ v = pO + pl. (1.5) 

As a result of the foregoing regularization, one 
encounters two principal differences from the familiar 
properties of the free fields. 6 Firstly, the metric is 
indefinite, since the Fourier transform (1.4) of the 
two-point function is not a measure.7 Secondly, Eq. 
(1.3) requires F and H to be test functions, e.g., in 
S. It is not at all clear to what extent this equation 
can be made meaningful for arbitrary square-in­
tegrable functions. A suggestion was made2 to re­
strict the underlying space of cf> to suitably defined 
sequences of test functions, e.g., such as considered 
by Kristensen et al.8 

The restriction of cf> to very smooth functions, 
however, is not always convenient. We therefore 
consider the question of completion of spaces. We 
show how the completed one-particle sectors of cf>, 
and of a similar field in four dimensions, ca.n be 
related to the IT. -spaces which were investigated by 
Pontriagin9 and by Iohvidov and Krein. lo This 
completion allows us to consider simple examples of 
spectral decomposition. However, a brief examina­
tion of the sectors of two or more particles shows 
that there the question of completion is much more 
subtle. 

We may observe, for contrast, that the more 
familiar examples of indefinite metric in quantum 
field theory are due to reversed commutation rela­
tions. Il In such examples, the problem of completion 

6 E.g., A. S. Wightman and L. Garding, Arkiv Fysik 28, 
129 (1964). 

7 E.g., A. S. Wightman, Phys. Rev. 101, 860 (1956). 
8 P. Kristensen, L. Mejlbo, and E. Thue Poulsen, Commun. 

Math. Phys. 1, 175 (1965). 
9 L. S. Pontriagin, Izv. Akad. Nauk SSSR. Ser. Mat. 8, 

243 (1944). 
10 I. S. Iohvidov and M. G. Krein, Trudy Moscov. Mat. 

Obsc. 5, 367 (1956) and 8, 413 (1959); [English transl.: Am 
Math Soc. Transl., Ser. 2, 13, 105; 34, 283). 

11 For instance, E. C. G. Sudarshan, Phys. Rev. 123, 2183 
(1961); H. J. Schnitzer and E. C. G. Sudarshan, ibid., 2193. 
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is trivial. We also refer the reader to a series of papers 
by N evanlinna, 12 for investigations of indefinite 
metric from a more general point of view. 

For reference we give a few more formulas. In 
coordinate space, Eq. (1.3) becomes, where C is a 
constant, 

(q,(F*)q,(H)o = _(411"tl J d2x d2y F*(x)H(y) 

X [log (_~2 + iE~O) + C], 

~ = x - y, 

(1.6) 

(1.7) 

We observe that u(p) may have a contribution 
C1o(p), where C1 may be made arbitrary, by chang­
ing the scale of the logarithm in (1.1). We choose 
C1 = 0 since we may want to allow, later, functions 
discontinuous at p = O. Then 

C = (211"tl[log 2 + r'(I)]. (1.8) 

We also note that u(p) = 2w(p) of Ref. 4. The 
factors are now adjusted so that 

u(P) d2p ---'I> dn = dpl/lpll (1.9) 

for functions vanishing at p = O. 

2. ONE-PARTICLE SECTOR OF q, 

Let us first identify the one-particle sector of q, 
with a space of functions on the future light-cone. 
The inner product (1.3) is given by a sum of two 
terms, one of which can be written as 

11" i:'" du(u- 1
) +(11')* ( -!u, !u)H( -!u, !u), (2.1) 

since (F*f(p) = (11')*( -p). We now introduce the 
correspondence 

q,(H) 10) ~ 1I"'H( -!u, !u) == h(u), (2.2) 

and h(u) can be considered a function on the ray 
u > 0, v = O. Similarly, for the other term of (1.3), 
functions on the ray u = 0, v > 0 are relevant. 

We consider only one such ray now, i.e., few) 
defined for 0 < w < ro. The following Hermitian 
inner product, implied by (2.1) and (2.2), is of in­
terest to us: 

1'" d 
(f, g) = - 0 dw log w dw [f*(w)g(w)]. (2.3) 

In order to study the consequences of this inner 
product, we introduce the space V of functions f, 
having the following properties. (Here the tilde 
denotes an incomplete space.) The functions f must 

12 R. Nevanlinna, Ann. Acad. Sci. Fenn., Ser. A, Nos. 108, 
113, 115, 163,222 (1952-56). 

have a continuous derivative, which approaches a 
(finite) limit as w ---'I> 0, i.e., 

lim f'(w) == g(O) 
tD-O+ 

exists. Then f.(O), similarly defined, also exists. 
Moreover, f must vanish at infinity at least as fast 
as w-', for some E > O. 

Let f, g E V. If f.(O) = 0 or g.(O) = 0, then Eq. 
(2.3) reduces to 

(f, g) = + ~ f*(w)g(w). l "'d 
o W 

(2.4) 

Next let us review the axioms for a space II., 
where K is a positive integer.lO We modify slightly 
the conventions of Ref. 10. 

(1) II. is a linear space over the complex number 
field. 

(2) There is given on II. a form which is linear in 
the second argument, and which satisfies (~, 7]) = 
(7], 0* (Le., a Hermitian form). 

(3) The form is nondegenerate, i.e., (~, 7]) = 0 
for all 7] E II. implies ~ = O. 

(4) II. contains at least one subspace of dimension 
K, on which the form is negative-definite. 

(5) There is no subspace of dimension K + 1 on 
which the form is negative-definite. 

(6) Consider all the resolutions of II. into an 
orthogonal direct sum, II. = N + P, where the 
form is negative-definite on N, and positive-definite 
on P. Then then there is at least one such resolution 

II. = II_ + II+, (2.5) 

for which II+ is a (complete) Hilbert space. 

For the discussion of topological properties of 
II., we introduce a positive-definite metric. Let 
f, g E II., and let 

f = f+ + f-, 

Then we define 

[f, g] = (f+, g+) - (t-, g-), 

Iltll = [f, f]t. 

(2.6a) 

(2.6b) 

(2.7a) 

(2.7b) 

The following two theorems of Iohvidov and Krein 
are relevant (cf. Ref. 10, Theorems 1.1-1.4): 

Theorem 1. In an arbitrary decomposition con­
sidered in Axiom 6, P is a (complete) Hilbert space, 
and defines a norm Ilfllp in analogy with Eq. (2.7b). 
The two topologies, defined by IIfll and IIfllp respec­
tively, are equivalent. 
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Theorem 2. An incomplete space ft, satisfying 
Axioms 1-5, can always be completed, so as to 
yield a space II., satisfying Axioms 1-6. 

Let us verify that -V is a ITl-space. Axioms 1 and 
2 are, of course, valid. To verify Axiom 3, consider 
a function c(w), having a continuous derivative, 
and satisfying 

c(O) = 0; 0 < c(w) ~ 1 for 0 < w < 00. (2.8) 

Then for any nonzero f E -V, in view of Eq. (2.4), 

(f, cf) = 1'" dw c(w) If(w)12 > o. 
o w 

(2.9) 

For Axioms 4 and 5, consider 

few) = 1 - w for 0 < w ~ 1 - E (2.10) 
=0 for w;::: 1, 

and let f be suitably rounded for 1 - E < w < 1. 
Then (t, f) < O. Let f and g be linearly independent 
functions, such that (t, f) < 0 and (g, g) < O. Then 
for h defined by 

hew) = f(O)g(w) - g(O)f(w), (2.11) 

we have (h, h) > O. Thus, Axioms 4 and 5 hold, with 

" = 1. 
Axiom 6 will hold if we complete -V, in accordance 

with Theorem 2. Let us now describe the details 
of the completion. We introduce two spaces, 

-V 0 = {g : g E -V and g(O) = O}, 

{ 1'" dw 2 } Vo = g: 0 W Ig(w) I < 00 , 

(2.12a) 

(2.12b) 

so that Vo is the completion of -Vo in the relevant 
L2-norm. Furthermore, let us select one vector 
v- E -V having a negative norm. Its scalar multiples 
form a space V-, and 

-V = V- + (DO) -Vo, 

where (no) indicates that the direct sum is non­
orthogonal. 

We next define 

-VL = {g : g E -Vo and (g, v-) = O}. (2.13) 

We will denote by VL the completion of fL to a 
subspace of Vo. Let VB be the orthocomplement of 
Vol in Vo, and let pB and pol be the respective pro­
jections: 

Vo = V L + VB, pLVo = V\ etc. (2.14) 

The space VB is nonempty, since, e.g., cv-EE Vol [cf. 
(2.8)]. We assert that VB is one dimensional. 

Consider vectors f; E -Vo, j = 1, 2; note the de­
compositions f; = f~ + f~, and suppose that 

o ¢ (v-, f;) == (v-, n). (2.15) 

We do not know whether the f~ are differentiable, 
so we use this equation to define (v-, f~). If the fB 
were linearly independent, we could form 

g = (t~, v-)f~ - (f~, v-)f~ ¢ 0 

and g would belong to Vol. Thus, dim (pBfo) = 1, 
and, since a projection is a continuous operator, 
dim (VB) = 1. 

The spaces VB and V- are not orthogonal, and 
therefore we define 

VA = {h:h E VB + (DO)V- and (h,v-) = O}. 
(2.16) 

This space is also one dimensional. We can now 
represent the completion V, of -V, as follows: 

V = V- + VA + Vol = V- + (DO) VO. (2.17) 

It is an open question whether the functions which 
span VA and VB are differentiable. This question 
could be decided if we had, e.g., an explicit ex~ 
pression for pB(CV-), for some function c as in (2.8). 
In view of Theorem 1, the completion is independent 
of the choice of v- originally made, and this fact 
also follows from Eq. (2.17). 

The preceding discussion can be clarified and 
partially summarized with the help of the following 
diagram: 

(2.18) 

where S+ consists of functions in S, but restricted 
to (0, (0), and S+o = S+ f\ -Vo. 

To complete the discussion of the one-particle 
sector, we need to specify how the functions on the 
two rays interrelate. If we consider the two respec~ 
tive functions as independent, then the completed 
one-particle sector will be the sum of two orthogonal 
ITl-spaces. One can also say then, that this sector 
will be a IT2-space. 

However, suppose that we were to start with, 
e.g., functions J(p) E S, use the inner product (1.3) 
without reference to the two terms, and otherwise 
proceed as before. Then we would obtain a ITl-space 
as the completion. This approach is closer to the 
customary one, but we see no clear reason for re~ 
jecting the former possibility. Indeed, the field cp 
is only auxiliary\ it does not relate to any hypothet­
ical measurements, and its definition is not restricted 
by the usual principles. 
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3. FURTHER REMARKS 

We should now like to elaborate on the foregoing 
in three respects. 

First: An analysis similar to that of Sec. 2 can 
be carried out for the case of four dimensions, e.g., 
for the field B of Ref. 5. Then the one-particle sector 
is again a Ill-space. 

Second: One can also try to construct tensor 
product spaces, with possible applications to more 
than one particle. Let, e.g., f,·, gj E V, and 

f = (fl' f2), g = (gl' g2) E V ® V, (3.1) 

(f, g) == (fl' gl)(f2, g2), [f, g] = [fl' gl][f2, g2]' (3.2) 

Now, let us consider a typical element of the tensor 
product space, f = L: (flj, f2;), and expand (f, f) and 
[f, f] in orthonormal series suggested by the decom­
position of Sec. 2. Then in general, the two series 
will differ with respect to the signs of an infinite 
number of terms. Consequently [f, f] may diverge, 
while (f, f) might converge if the terms are suitably 
arranged. Hence the problem of completion is more 
delicate than for the case of the one particle sector. 

Third: Let us return to the completed one-particle 
sector XU] of ep, in order to give two simple examples 
of spectral decomposition. The elements of this 
sector can be taken as functions on the pI-axis, 
where now [in contrast to (2.2)] 

H(x) ~ ep(H) 10) ~ i1( -Ipll, pI) == h( _pi). (3.3) 

We do not try to give a precise description of the 
set of functions H(x) corresponding to the completed 
sector. We confine ourselves to a formal discussion, 
as follows. 

Let pI and Ua be the familiar operators 

PIF(x) = ~-l ihF(x), 

UaF(x) = F(xO
, Xl - a). 

(3.4a) 

(3.4b) 

Their spectral representationl3 is of course given in 
terms of the correspondence (3.3): 

(Plf)(pl) = plf(PI), 

(Uaf)(PI) = e-iap'f(pl). 

It is immediate that 

(3.5a) 

(3.5b) 

13 N. Dunford and J. T. Schwartz, Linear Operators, Part II 
(Interscience Publishers, Inc., New York, 1964), Sees. X.5 
and XII.3. 

(1, PIg) = (Plf, g), 

(Uaf, Uag) = (f, g). 

(3.6a) 

(3.6b) 

Of course, in Eqs. (3.4a)-(3.6a), the functions F, I, 
g have to be suitably restricted. We can also define 
spectral projections, 

(E.f)(PI) = f(PI)8(q - pi). (3.7) 

If q r6 0, then clearly E.f E X[l]. (For q = 0, 
see below.) Equations (3.6) and (3.7) now suggest 
the standard relations, 

(E.F)(x) = 2~ J d2p eipZ
P(p)8(q - pI), (3.8) 

plF = i: q dE.F, (3.9a) 

UaF = i: e- ia• dE.F. (3.9b) 

We now reca1l9
•
lo some differences between the 

spectral theory of operators in II.-spaces and in 
Hilbert spaces. In general, a self-adjoint or a unitary 
operator in a II.-space may have up to 2" eigenvalues 
which lie off the real axis or off the unit circle, re­
spectively. Moreover, such an operator always leaves 
invariant one or more subspaces, each having a 
nonpositive metric, and whose total dimension is 
between K and 2". In particular, there is at least one 
(proper) eigenvector. 

It appears that in our example there is only one 
possibility for an eigenvalue of pI or of Ua, namely 
o or 1, respectively; furthermore, it appears likely 
that the common eigenspace is one-dimensional, 
and that its nonzero vectors have negative norms. 
If this conjecture is valid, then we interpret Eo as 
Eo-, as usual, and Eqs. (3.8)-(3.9) are not affected. 

This conjecture, if valid, may lead to a decom­
position of V, which would be more concise than 
(2.17). Let us denote the analogous eigenspace in 
V by V •. We now make the further conjecture 

V • .L Yo, V = V. + Yo. (3.10) 
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Point Transformations and the Hard-Sphere Bose Gas* 
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The method of point transformations is used to provide a Hamiltonian for strongly interacting 
particles that is equivalent to the usual Hamiltonian. The new Hamiltonian is Hermitian, Fourier 
analyzable, velocity dependent, and free of the difficulties of pseudopotentials. The present work is 
restricted to the case that two-body encounters are dominant. The theory is expressed in the quantized 
wave formalism so that number-violating approximations can be applied. The well known results for 
the spectrum and ground-state energy of the dilute hard-sphere gas are then derived as an elementary 
application. 

I. INTRODUCTION 

I N several articles l
-

3 we have explored the use of 
point transformations in many-body theory. For 

two particles i and i of equal mass m, the method 
consists of introducing coordinates Yi and Yj in place 
of the original coordinates Xi and Xj' The new 
coordinates are defined by 

Yi = Xi + (a/axi)F(rij) , 
Yi = Xj + (-a/axj)F(rij), 

fer) = (2/r) dF /dr • 

If H;;(p" Pj, Xi, Xj) is the original Hamiltonian, 
the transformed Hamiltonian expressed in terms of 
the original coordinates is 

H' _ p~ + p~ + (p _ ) £'''(r Ii) ( _ .) 
Ii - 2m ,Pj" 4m Pi p,. 

11,2 + - U(r,;) + V(r,j(1 + f)). m 
(1.1) 

Here VCr) is the original direct potential between 
the particles. It is modified by the transformation. 
In particular, if V contains a part representing hard­
core interactions between spheres of diameter c, the 
class of functions f = (c/r)!f(r) with !f(r ~ 0) = 1 
and !f(r ~ CXl) ~ 0, removes the hard-core inter­
action. The effects of the strong short-range inter­
action are reflected in the velocity-dependent in­
teraction as measured by £'" (r) and in a metric 
potential W/m)U(r). These functions are defined 
in terms of the transformation fer) by 

£"'(r) = - fr(r) 8" .• + (x",x./r2)'3C(r) , 

fr(r) = 1 - (1 + f)-2, (1.2) 

'3C(r) = [1 + (rf)T2 - (1 + f)-\ ----* This work was supported by AFOSR grant 1176-63. 
t Present address: Lawrence Radiation Laboratory, Uni­

versity of California, Berkeley, California. 
1 F. M. Eger and E. P. Gross, Nuovo Cimento 34, 1225 

(1964). 
2 F. M. Eger and E. P. Gross, Ann. Phys. (N.Y.) 24, 63 

(1963). 
• F. M. Eger and E. P. Gross, J. Math. Phys. 6, 891 (1965). 

VB d r2 d 1 
U(r) = 7 dr [1 + (rf)']2 dr VB ' 

(1.3) 
1 1 

B = (1 + f)2 1 + (rf)' 
We have then a family of Hermitian Hamiltonians 

that are fully equivalent to the original Hamil­
tonians. The chief gain is that the new Hamiltonians 
are regular, i.e., the functions £"'(r), U(r) and 
V(r(1 + f)) are Fourier-analyzable. There is an 
important advantage in the many-body problem 
since it opens up the possibility of applying standard 
methods, including variational approaches, without 
the special prescriptions and rules that are inherent 
in non-Hermitian pseudopotential approaches. Re­
cent extensions of this type of approach have been 
made by Luban.4 A Hermitian Fourier-analyzable 
Hamiltonian in terms of the original coordinates 
has been derived by Lieb.5 

Before considering the application of point trans­
forms in the many-body problem we recall the 
salient features of the two-body problem. Suppose, 
for concreteness, that the spatial extent of fer) is 
characterized by a range A and we write fer) = 
(c/r)!f(r/A). In the two-body problem, as A gets much 
larger than c, the effective interaction is spread out 
in space and perturbative techniques such as the 
Born approximation yield results which can be 
expressed as a series in ciA. For small values of 
this ratio the motion occurs under the influence 
of a smooth slowly varying velocity-dependent po­
tential. The theory can, however, also be used for 
c/A '" 1, since there is a unitary equivalence of all 
the Hamiltonians. We still have the advantage of 
a Fourier-analyzable Hamiltonian, but simple tech­
niques such as the Born approximation will not be 
quantitatively reliable. 

4 M. Luban, Phys. Rev. 138 AI028, AI033 (1965). 
i E. Lieb, Proc. Natl. Acad. Soc. U. S. 46,1000 (1960). 

578 
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In the many-body problem we would like to take 
as the Hamiltonian 

H' = L H~;. (104) 
i<i 

However, this is only valid to the extent that two­
body encounters are dominant, as is the situation 
for dilute gases. In that case it is possible to choose 
A so that it is both large compared to c and small 
compared to the interparticle separation p-l. Of 
course, the correct application of a point transforma­
tion in the many-body problem involves using an 
inherently many-body generator.2 As discussed in 
our earlier work, one obtains a transformed Hamil­
tonian which contains multibody interactions. Hope­
fully, the dominant terms will be of the above two­
body form with the parameter A fixed as a function 
of the density from many-body analysis. 

Our concern here is, however, only with those 
situations where the transformed two-body Hamil­
tonian is itself a good approximation. In Sec. II 
we express the theory in the language of second 
quantization. In Sec. III we show how the well 
known results of Huang, Lee, and Yang6 for the 
low-density Bose gas emerge in an elementary and 
unambiguous way. The dilute gas limit is reached 
by letting A be a fixed small fraction of the inter­
particle separation p -to Then ciA tends towards zero 
and the point transformation ensures convergence. 
The Bogolyubov approximation involves a corrected 
two-body scattering length and one obtains the 
exact result for the low-density limit only if the 
term in ciA vanishes. This is shown to be the case 
in the point transformation approach. 

II. THE MANY-BODY HAMILTONIAN 

We now set down the Hamiltonian H' = Li<i H~i 
in the quantized field form. This is important be­
cause it gives us the freedom to use number-violating 
approximations. It is permissible to Fourier analyze 
functions of the space coordinates. The transform 
is defined by 

1 " -U(r) = n ~ U(k) exp (tK'X) , 
(2.1) 

U(k) = fo exp (-tK'X)U(X) d
3x 

so that when we go to the conventional limit n - 00, 

N _ 00, p = N In finite, the transform U(k) re­
mains finite. Then, choosing units where h = 1, 
we have 

6 K. Huang, T. D. Lee, and C. W. Yang, Phys. Rev. 106, 
1135 (1957). 

p~ 1 £""(k) 
H' = ~ 2m + 2n ~ fu ~ (Pi - Pi)" 

X exp [?'K(Xi - Xi)](Pi - Pi), 

2 U(k) +"0 L L -2- exp [?'K(Xi - Xi)] 
•• k i<; m 

+ L L iT(k) exp [tK'(X, - Xi)]' (2.2) 
k i<i n 

Here, V(k) is the Fourier transform of the point­
transformed potential. 

We introduce the bilinear operators 

G(p I k) = L O(Pi - p) , 
X exp (-?,K,X i ) ~ (2~)3 a+(p)a(p + k), (2.3) 

n 
[a(p), a+(p')] .. = 0v.P" o(p - p') = (211l 0".,,', 

where the a+(k) and a(k) are creation and annihila­
tion operators of plane-wave state. The commutation 
relation 

[G(p' I k'), G(p I k)] = G(p' I k + k') o(p' + k' - p) 

- G(p I k + k') o(p + k - p') (2 A) 

is valid for both Bose and Fermi statistics. From 
the definitions 

J G(p I k) d3
p = p(k) = ~ exp (-tK'Xi) . 

J f(p)G(p I k) d3p = ~ f(Pi) exp (-?,K'Xi) (2.5) 

G(p I 0) = [n/(211/]np • 

With the aid of these equations we may express the 
Hamiltonian (2.2) entirely in terms of the G(P/k). 
The first and third terms are standard. The second 
term is reduced as follows: 

- L p~ exp [tK(Xi - x;)]p~ I 
id 

where we have used the fact that £"'( -k) = £"'(k). 
Using the commutator relation 

exp (-?,K'X,)p; = (Pj + k Oi.i) exp (-t'k·x i ), 
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one can write 

L: £P"(k) L: p~ exp (~'k·x,) exp (-t'k'Xj)P: 
k i.1 

= ~ .,eP"(k) J pP(p" - kjG(p I -k) d3p 

X J G(q I k) d3q 

and 

L: £P"(k) L: p~ exp (+ikx,) exp (-~'k'Xj)Pt 
k i.i 

= + ~ .,eP"(k) J pP J (q" + kj 

X G(p I -k)G(q I k) d3q d8p. 

The full Hamiltonian is 

H' = J £. G(p I 0) d3p 2m 

+ ~ L: if .,eP"Ck) pP(P" - q" - 2kj 
20 k 2m 

X G(p I -k)G(q I k) d3p d3q 

+ ~ L: [O(k) + f(k)] 
20 k m 

X [J G(p I -k) J G(q I k) d3p d3q - N J. (2.6) 

The transition to creation and annihilation operators 
for both types of statistics is made using 

G(p I -k)G(q I k) 

02 

= (211/ [a+(p)a+(q)a(q + k)a(p - k) 

+ a+(p)a+(p) a(p - k - q)]. (2.7) 

We have, finally, 

2 

H' = L: L a+(p)a(p) 
.. 2m 

1 + 20 L: M(p, q, k)a+(p)a+(q)aCp - k)a(q + k), 
..... k C2.8) 

with 

M(p, q, k) = !m-1 

X {.,ePV(k)pP[P" - t - 2k"] + 20Ck)} + V(k). (2.9) 

This is the usual form of the Hamiltonian with 
two-body interaction, the velocity dependences of 
the interaction finding expression in the dependence 

of M on p and q as well as k. In the following section 
we consider only the hard-sphere gas. With the 
appropriate class of point transformations the term 
f(k) then vanishes. 

m. LOW DENSITY LIMIT 

We now apply the elementary Bogolyubov method 
to our Hamiltonian to exhibit the low-density re­
sults of Huang, Lee, and Yang. In that limit one 
can neglect depletion and anharmonic effects, and 
assume that the zero-momentum state has an oc­
cupancy N. Replacing ao and a~ by Ni and going 
to units in which 2m = 1, one picks out the reduced 
Hamiltonian 

Hoff = N pOCO) + L: i!(k)a+(k)a(k) 

+ L: pOCk) [a+(k)a+( -k) + H. c.], 
k 

where 

i!(k) = e + p[20(k) + A - B], 

B(k) - A(k) = !kW[.,eP>(k) - £P"(O)]. 

(3.1) 

(3.2) 

(3.3) 

Use of the Bogolyubov linear transformation yields 
the excitation spectrum 

E(k) = (i!2 _ 4p
2 02)l, 

and the ground-state energy 

Eo = N pOCO) + ! L: [E(k) - i!(k)] 
k 

(3.4) 

(3.5) 

In our case~ the convergence of the sum is automatic, 
arising from the properties of the Fourier transform 
of the metric potential O(k). The Bogolyubov trans­
form can, of course, be applied as a variational 
estimate of the ground-state energy. Within the 
domain of validity of our transformed Hamiltonian, 
this is perfectly legitimate provided one calculates 
depletion and anharmonic effects in the standard 
way using the whole Hamiltonian. It should be 
stressed that even the assumption of complete oc­
cupancy of the k = 0 state for the transformed 
Hamiltonian may imply considerable depletion for 
the zero-momentum state that is conventionally 
discussed, since the wavefunctions of H' are con­
nected to those of the original Hamiltonian by the 
Jacobian of the point transform. This effect is, how­
ever, unimportant in the dilute-gas limit. 

We now proceed to extract the low-density results 
from the theory. 
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A. Spectrum 

We pass to the limit of a dilute gas with A a 
fixed small multiple of the interparticle separation 
p-i. The transition from phonon to particle behavior 
in the spectrum occurs at k 2 

"-' 87rcp. In this region 
(kA) "-' (87rc)tpl so that kA « 1. We show, however, 
in the Appendix that for kA < 1, the term A - B 
is of order (kA)4C, while the leading term in U is 
of course 47rc. Thus the standard form of the spec­
trum holds until k approaches the fixed fraction of 
pi. The dilute gas spectrum thus includes the particle 
as well as phonon region of the excitation spectrum. 
These are the standard conditions for the validity 
of the form (3.4) of the spectrum in the low-density 
limit. 

B. Ground-State Energy 

Here the argument parallels that of Brueckner7 

or Landau and Lifshitz.8 If one neglects the effect 
of the medium, i.e., puts p = 0 in the denominator, 
one finds 

_ 2 U2 

Eo --+ N pU(O) - p ~ IT· 

This is just the energy due to ![N(N - 1)] hard­
sphere interactions in a volume Q. The second term 
is a correction to the scattering length U(O). Now 
for general f{!(r/A), U(O) has the form! 

U(O) = 47r"C[1 + a(c/A) + (3(C/"X)2 log c/"X + ... ]. 
There are particular forms of f{!(r/A) such that the 
coefficient a is zero, but this is not true in general. 
The correction CiA however spoils the transition to 
the dilute gas limit, for it leads to an energy propor­
tional to p4/3 which is larger than the medium 
correction pI as p --+ O. Thus it is essential that 
the correction to the scattering length cancel the 
term in CiA. The remaining error in the scattering 
length does not hinder the passage to the low­
density limit. The cancellation is demonstrated in 
the Appendix. 

We have then, including terms through C·C/A, 

'"' 2 -2[ 1 1 J Eo = N p47rc - 2 ~ p U E(k) + ECk) - 2k2 . 

Now, however, the sum over k converges even with 
UCk) = 47rc, and the corrections due to B - A as 
well as variations in U(k) can be neglected in the 

7 K. Brueckner, The Many Body Problem (John Wiley & 
Sons Inc., New York, 1959). 

8 L. D. Landau and E. M. Lifshitz, Statistical Physics 
(Addison Wesley Company, Inc., Reading, Massachusetts, 
1958), p. 240. 

low-density limit. Hence we find the well-known 
result in standard units 

Eo = N(pn,2/m)27rc[1 + (128/15)(pc3/7r)l]. 

CONCLUSION 

It should be stressed that the two-body Hamil­
tonian equation (2.2) has a wider range of validity 
than the particular application treated here. It, 
of course, also applies to the Fermi case. In addi­
tion, by taking A to be of the order of c, the Hamil­
tonian is applicable to systems with finite densities, 
perhaps within a factor one-fourth of physical den­
sities of condensed systems. This allows one to study 
the effects of attractive interactions under conditions 
where they may play a qualitatively decisive role. 
Of particular interest is the weakening of the attrac­
tive potential which is directly exhibited by the 
transformed interaction V(rCl + f)). The study of 
these questions, however, requires using theories 
which go beyond the elementary Bogolyubov an­
alysis as applied to the transformed Hamiltonian. 

APPENDIX: PROPERTIES OF THE MATRIX 
ELEMENTS 

The Momentum-Dependent Interaction 

We have B - A = kPk'[£'''(k) - £P"CO)], 

£"'Ck) = A3 I exp (-~k("X{ -F(~ ,~) 8p •• 

+ ~;r H(~ ,~) J d3~, 
F = 1 _ (1 + ~ ~) -2, 

H = [1 + ~ f{!' J2 - [1 + ~ ~J2. 
For kA « 1, one can expand the exponential and 

kPk'[£P'(k) - £P"CO)] 

= "XCk"X)' I [-IF(~,~) + !H(~,~) Je d8~. 
The leading term of f F[Cc/"X), ~2]~W~ is propor­

tional to CiA so that the entire expression goes 
as (k"X)4C. 

The Scattering Length 

We wish to show that the two contributions to 
the scattering length, when combined, are free of 
a term c·c/"X. In evaluation the term 

p L: U;~k) = ~: II UCx) Ix ~ yl UCy) d
8x d3y, 
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it suffices to insert U(x) to lowest order. This is 

U(x) = (e/X3
) \7mcp/~) + !cp'] == (e/X3

) \72P(~). 

Hence the contribution to the scattering length is 

N p ~ f.·r \72PW 1 \72p( ) d3~ d3 
41r X J I~ - 1] I 1] 1] 

= -N p(e.~) J P(~) \72pm d3~. 

We consider next 0'(0) = J U(x) d3x, 

-) J![ 1 d ~2 d 1] 3 
U(O = X B t d~ ( C)2 d(Jif d~. 

1 + - '1" X 

The term [1 + (c/X)cp'] can be replaced by unity to 
order c(e/X). Then with B! ,....., 1 + (e/X)P(~), we 
have 

0'(0) = X J VB \7~ ~ d3~ 

= 41re - e.~ J pm \72P(~) d3~. 

This establishes the cancellation of the terms in 
c(c/X), so that the scattering length is e to the 
order need~d in the dilute-gas limit. These con­
siderations deal cavalierly with the region r < c/X. 
However, it has been shown! that the deviations 
give contributions of order (e/X)2 log (c/X). 
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The Lee model is defined as a particular member of a class of approximations to a relativistic, local, 
nontrivial field the~ry. Functional methods are applied to obtain generalizations of familiar properties, 
and to suggest varIants of the model. 

I. INTRODUCTION 

T HE Lee model has been extensively discussed l 

from the viewpoint of formulating a theory of 
a model field, the latter nonrelativistic and nonlocal. 
One can, however, describe the Lee model, together 
with appropriate generalizations, in terms of a model 
field theory; here the basic structure is that of a 
local, relativistic, nontrivial field theory, and the 
model is obtained by performing certain simple ap­
proximations-more properly, mutilations-on the 
bare V, N, and f} propagators which enter into the 
coupled Green's function equations. This latter strat­
egy seems quite obvious and natural, but it does not 
seem to have been employed, at least in this context, 
in the voluminous literature on the subject. It is a 
rather useful way of defining the model, since com­
pact functional techniques may then be brought to 
bear, and various generalizations suggested and 
explored. 

The purpose of this brief note is to indicate how 
the Lee model may be treated from this point of 
view. No essentially new results are obtained, only 
a clear delineation of the class of such model ap­
proximations which may be termed the Lee model. 
The usual quantities are easily computed within 
this framework, and a general equation analogous 
to the state vector equation for one V and nfJ­
particles, is displayed in functional terms. In partic­
ular, the corresponding equation obeyed by the 
V t1 scattering amplitude is shown to be equivalent 
to one previously discussed and solved by Amado.2 

* Work supported by the U. S. Atomic Energy Commission. 
1 T. D. Lee, Phys. Rev. 95, 1392 (1954) and other authors 

quoted in S. S. Schweber, An Introduction to Relativistic 
Quantum Theory (Row, Peterson and Company, New York, 
1961). A calculation using the LSZ formalism has recently 
been given by M. Maxon and R. Curtis, Phys. Rev. 137, 
B996 (1965); these authors claim to elucidate "the basic 
structure of the model in the most natural way ... ". It is 
believed that the functional methods employed in this paper 
provide a more general way. 

2 R. D. Amado, Phys. Rev. 122, 696 (1961) and 132, 485 
(1963); R. P. Kenschaft and R. D. Amado, J. Math. Phys. 5, 
1340 (1964). Equation (36) of the present paper should be 
compared with Eq. (5) of the last-named reference. 

Related functional methods are also applicable to 
the simple static model, generating that familiar' 
and completely soluble theory. Some generalizations 
of the ordinary Lee model are briefly noted here; in 
particular, that the limiting situation in which the N­
particle mass becomes very large is completely 
soluble. 

The objects of interest here are the set of time­
ordered n-point Green's functions, off the mass shell, 
and these are most conveniently obtained from a 
generating functional. In any local field theory, in 
which the operators A (x) .•. are coupled with each 
other, one may define the generating functional of 
these Green's functions, 

in terms of functional differentiation operations upon 
the free-field generating functional 

D{j, ... } = ;v exp [i J dx oC'{f 8jtX) , ••• }] 

X ;;(O){j, ... }. (2) 

Here, (1) represents the definition of 3, in terms of 
the vacuum expectation value of time-ordered prod­
ucts of (here unrenormalized) operators A(x) •.. 
and associated c-number sources j(x) .. , , while 
(2) gives the corresponding functional solution; in 
the latter, oC'{A(x), ... } denotes the interaction 
Lagrangian density, and N v is a normalization con­
stant so chosen that D {O, •.• } = 1. For local theories, 
this solution follows directly from the action prin­
ciple4

; or, alternatively, it requires only the input 
information of field equations plus equal-time com­
mutation relations.oS 

3 See, for example, S. S. Schweber, Ref. 1. 
4 J. Schwinger, "Summer Lectures on Quantum Field 

Theory," Stanford University, 1956 (unpublished). 
6 K. Symanzik, Z. Naturforsch. 9, 809 (1954). 
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n. FUNCTIONAL SOLUTION AND MODEL 
APPROXIMATIONS 

As originally formulated, the Lee model is non­
local, and hence these functional considerations do 
not immediately apply. The method adopted here is 
to consider the completely relativistic theory in­
volving the interactions of a pair of spin-zero boson 
fields q,1, q,2 written in the charge combinations 
q" q, t according to the interaction 

(3) 

where 1/IN.V and ViN.V denote the N and V fermion 
fields. In this realistic theory, the quanta of these 
free fields are to appear in conjunction with the 
corresponding antiparticles; the quanta of the free 
q, and q,t fields are to have the same mass, M, cor­
responding to that of the t'} (and D)-particles. The 
free-field generating functional can then be written 
down immediately, 

... (0) {'- S(1') +.- S(N) + .. t A (")'j o = exp 1.171' c 171' l.17N c 17N 1.3 L.1c 3 , (4) 

where i and it are the sources of q,t and q" while 
similar remarks hold for the anticommuting, c-num­
ber spinor sources 17N, 171', 7iN, 7iv. The time-ordered 
Green's functions S!N.V) and fl.!") represent the 
relativistic, causal (Feynman) propagators of the 
N, V, and t'} particles. 

In accordance with (2), the generating functional 
is here given by 

a = -.!.. exp (-g{~ --; -4--
N V 5171' 51 517N 

+ _5 ~ -4--}) 1'1(0) , (5) 
517N 51 5171' 

and the functional translation operations of (5) 
may be performed in several equivalent ways. We 
choose to translate the 17N, 7iN dependence, 

... 1 {.[_ 5 5 ] o = - exp 1. 17N - g - --:t 
N v 5171' 53 

X S!N{ 17N + g :j 5!J} 
X exp (iTjvS!V)17v + itfl.!")j), (6) 

since, for simplicity, only those amplitudes having 
no external N-particle coordinates will be considered. 
Hence 

al - 1 (. 2 5 5 S(N) 5 5) 
'N-iiN-O - N exp -1.g -~ - ---:t c -;:-;:--

v U17v 51 u3 U171' 

X ( '- S(V) + .. t A (,,):\ exp 1.171' c 171' 1.3 L.1c 31' (7) 

Carrying through the 171' and tiv displacements, 6 

this becomes 

and, so far, all is exact. 
We now make that approximation to this non­

trivial field theory which may be termed the Lee 
model: the propagators S!N.V) and fl.!"), in (8), are 
replaced by nonrelativistic propagators SV.N and 
fl.", where each of the latter is, in configuration space, 
a retarded function. This essential point can be 
achieved in a variety of ways, anyone of which may 
be described as resulting. from the absence of anti­
particles and the corresponding omission of a nega­
tive energy pole in the momentum representation of 
each function. The result of this approximation is 
dynamically (graph for graph) the same as the or­
dinary Lee model; this equivalence follows because 
the reduction to nonrelativistic t'}s means that the 
N, V symmetry of (3) is broken. Only a V can now 
emit a il, and only an N can absorb one. The re­
striction to nonrelativistic N and V removes all 
processes involving their antiparticles; and all that 
remains is the desired model dynamics. 

m. CALCULATIONS 

Certain familiar computations can now be set up 
in functional terms, and we consider some of these 
in the order of increasing difficulty. 

A. Vacuum Processes 

The simplest example of solubility arises in the 
evaluation of the constant N v, describing all vacuum­
to-vacuum processes, 

N v = exp [ Tr In (1 + g2 5~t SN :j Sy) ] 

X exp(itfl."j)li-it-O = 1, (9) 

which result follows from the retarded nature of 
the propagators combined with the trace operation 
of (9). For the same reason, such closed-loop quan­
tities never appear in any n-point function. 

S B. Zumino, "Lecture Notes on the Quantum Theory of 
Fields," New York University, 1958 (unpublished). See also 
C. Sommerfield, Ann Phys. (N.Y.) 26, 1 (1963). 
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B. V-particle Propagator 

The Green's function corresponding to the dressed 
V propagator is, similarly, easy to evaluate, 

( a a )-1 
S~(x - Y) = (xl Sv 1 + l al SN aj Sv IY) 

x exp (ild"J) li-it-O, (10) 

using an obvious notation. If the perturbation ex­
pansion of (10) is calculated, to any order, one 
finds that retardation requires that the combination 

_g2(zl a~t SN :j Iw), 

in the expansion of (10), is always replaced by 

-ilSN(z - w) d,,(z - w), 

which quantity we designate by ~ (z - w) == 
(zl~lw). Thus, the sum of all such terms of (10) 
gives 

S~(x - Y) = (xl Sv(1 - ~ SV)-1 Iy), (11) 

which is, in momentum space, just the daisy chain 
solution corresponding to the iteration of the sim­
plest V-particle self-energy graph. Lee's original 
result is reproduced (except for the cutoff factor, 
which can always, and later will, be inserted by 
hand) if one chooses the nonrelativistic fermion 
propagators corresponding to fixed V and N parti­
cles, 

SV.N(X) = SV.N(r, xo) = ia(r)8(xov,zo
m Y

'
N

, (12) 

and a retarded t?-propagator obtained by discarding 
the contribution from the negative energy pole in 
the Fourier representation of d~"), 

d,,(r, xo) = i(21rf3 f ~~ exp (~'k·r - iwxo)t1(xo), 

w2 = k 2 + M2. (13) 

It is clear that a wide variety of such models, each 
differing only in the form of the retarded functions 
and each equally soluble, can be defined in the same 
way. 

For the special choices (12), (13) one obtains the 
very well known solution,1 briefly noted here for 
completeness, for the V propagator. It is not dif­
ficult to see that the spatial a-function of (12) 
persists in the dressed S;(r, xo), multiplying a func­
tion of Xo only; hereafter, when the symbols SN.V(X) 
and S;(x) are used, they represent this latter de­
pendence only. Similarly, the quantity .::l,,(x) will 
refer to the Xo dependence of d,,(O, xo) of (13). One 

easily finds that the Fourier transform of the free 
V propagator, 

Sv(q) = J dx e,QZSv(x) = [my - ie - qrt, (14) 

is replaced by the dressed function 

S~(q) = [my - ie - q - 1;(q)r1
, (15) 

from which one obtains the renormalized V prop­
agator, 

S~(q) = Z-1 S~(q) 

= [m~ - ie - qr1 

. [1 - (m: - iE - q)p(q)r., (16) 

P(q) = (::)3 J ~ If(w) I (w + mN - m~)-2 
X (W' + mN - iE - q)-" 

defined in terms of the renormalized charge and mass 
and the renormalization constant. In (16), the cutoff 
factor If(w) I introduced into the Fourier representa­
tion of d,,(x) is displayed, although it is not neces­
sary in this equation. The definition of m~ and Z 
are Lee's, and need not be reproduced here. It is 
also easy to see, from (6) and (8), that Sf; and .::lJ 
are given by their respective free-field values, when 
the replacement of causal propagators by retarded 
functions is made. 

C. Vi}- Scattering 

Higher n-point functions are not so easily con­
structed; the reason is that too many (more than 
two!) external coordinates will appear, and the sim­
ple retardation arguments cannot be applied. For 
example, elastic V t1 scattering is governed by the 
four-point function 

( a a )-1 
G(xy I ZIZ2) = -i(xl Sv 1 + g2 al SN ag Sv IY) 

x a a i .tA,) ., (17) 
al(ZI) aj(Z2) e 1 J 0' 

and the extra indices Zl .2, corresponding to the emis­
sion and absorption of a t?-particle, make application 
of the previous arguments far too complicated to 
carry through. Nevertheless, the retardation prop­
erties do permit one to write an equation which 
couples this scattering amplitude to itself, in terms 
of SN, .::l", and S;; this property of the model might 
be termed recursive, and is a feature of all the higher 
V + nt1 amplitudes. 

It is somewhat simpler to rewrite (17) in the equiv­
alent form 
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G(xy I ZlZ2) = i exp ( -i o~t ~" :j)/(Zl)j(Z2) 

x (xl Sv(1 - l/SNjSV)-l ly)lo, (18) 

and for later convenience, we adopt the notation 

GHx, y) = (xl Sv(1 - ltSNjSV)-l Iy), 

SHx, y) = exp (-i o~t~" :)GHx, y), 

(19) 

(20) 

and then, S;(x - y) = S;(x, y) 10' The integral 
equation satisfied by G;, which will be useful shortly, 

GHx, y) = Sv(x - y) 

+ l J Sv(x - u)/(U)SN(U - v)j(v)G"v(v, y), (21) 

indicates that G; is also a retarded function. Passing 
the exponential functional differentiation operator 
of (18) through the jt(Zl)j(Z2) factors, one obtains 

G(xy I ZlZ2) = ~,,(Zl - Z2)S~(X - y) 

- i J ~,,(Zl - u)~,,(v- Z2) ~'(o) + S~(x, y)1 ' 
uJ U OJ (v) 0 

(22) 

from which it is clear that the connected part of the 
configuration space scattering amplitude, amputated 
on the t?-coordinates, is given by 

T(xy I 121122) = -i ~ .(0 ) + SHx, y) I. (23) 
uJ Zl OJ (Z2) 0 

Equation (23) would be exact if the proper causal 
functions had been used; with the approximation of 
substituting retarded functions, we can illustrate 
the recursive nature of the model solutions for (23), 
and for more general amplitudes, by studying the 
properties of S;. 

Equations (20) and (21) show that S; can be 
written in the form 

SHx, y) = Sv(x - y) + l exp ( -i o~t ~" :) 

X J Sv(x - u)/(u) 

X SN(U - v)j(v)G"v(v, y) 

= Sv(x - y) + g2 J Sv(x - u{l(u) 

- i J ~,,(u - w) ojtW)]SN(U - v) 

X exp (-i o~t ~" :)j(v)GHV, y). (24) 

Because of the retarded nature of G; and ~", j(v) 
cannot factor pair with any jt in G;(v, y), and 
hence the combination 

exp (-i o~t ~" :)j(v)G"v(V, y) (25) 

of (24) may be replaced by j(v)S;(v, y). This step 
is indicative of the model nature of all V + nf} 

amplitudes: there is no term in (25) of form 

-i J -+- ~,,(~ - v)S~(v, y). 
ojm 

Such a term would couple any n-point function to 
an (n + 2)-point function, as in the causal theory, 
and the absence of this coupling makes the model 
recursive. Equation (24) may then be written in 
the form 

S~(x, y) = Sv(x - y) 

+ l J Sv(x - u)/(U)SN(U - v)j(v)SHv, y) 

+ J Sv(x - u) ~ (u - v)SHv, y) 

- il J Sv(x - u)~,,(u - w) 

X SN(U - v)j(v) ojtw) SHv, y), (26) 

from which the defining integral equation for S: 
can be obtained by setting j = t = O. Here, we are 
interested in the coefficient of j(Zl)jt(Z2) of the cor­
responding expansion of S;; that is, if 

S~(x, y) = S~(x - y) 

+ J /(u)j(v)S(xy I vu) + "', (27) 

we can simply expand both sides of (26) and obtain 

Sexy I ZlZ2) = g2SV(X - Zl)SN(Zl - z2)SHz2 - y) 

+ J Sv(x - u) ~ (u - v)S(vy I ZlZ2) 

- il J Sv(x - u)~,,(u - w) 

(28) 

The coefficients of higher powers of (itj) yield re­
cursive equations for the higher V + nf} amplitudes, 
with the ld.tter coupled to themselves [as in (28)] 
and to the amplitudes corresponding to processes 
of smaller n. 

Equation (28) can be simplified by removing the 
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trivial one-particle structure which is stiU present. 
One writes 

Sexy I ZlZ2) = f SHx - ~)S(~y I ZlZ2) , 

which permits the second line of (28) to be rewritten 
in the form 

J Sy(x - u) 2: (u - v)S~(v - ~)Say I ZlZ2) 

= J [SHx - ~) - Sy(x - ~)]Say I ZlZ2) 

= Sexy I ZlZ2) - J Sv(x - ~)Say I ZlZ2), (29) 

and hence (28) is equivalent to 

Sexy I ZlZ2) = g2 li(x - Zl)SN(Zl - z2)SHz2 - y) 

- ig2SN(X - Z2) J ll,,(x - W)SHZ2 - u)S(uy I ZlW), 

(30) 

A similar amputation performed on the y-coordinate, 

leads to the equation 

M(xy I ZlZ2) = -illi(x - Zl) 

X SN(ZI - Z2) li(Z2 - y) - il SN(X - Z2) 

X J ll,,(x - W)SHZ2 - u)M(uy I zlw), (31) 

where we denote by M(xy IZIZ2) the fully amputated 
quantity 

T(xy I 2:12:2) = - is(ifj I ZlZ2)' 

The renormalization of (31) may be accomplished 
by a renormalization of the original source function 
'1/y, iiy, and consequent multiplication of (22) by 
the factor (Z-i)2. We are then calculating 

Z-lG(xy I ZlZ2) = S~(x - y) ll,,(Zl - Z2) 

+ Z-l J SHx - ~) ll,,(Zl - u) 

X M(~'1/ I uv) ll,,(v - Z2)S~('1/ - y), (32) 

and upon amputating on the ~coordinates of the 
last term of (32), replacing S; by ZS~, and amputa­
ting on the fermion coordinates with respect to 
S~, one sees that the renormalized amplitude M B 

is given by MB = ZM; this, when substituted into 
(31) together with the definition of the renormalized 

charge, g; = Zg2, produces the corresponding equa­
tion in terms of renormalized quantities, 

MR(Xy I ZlZ2) = -igi li(x - Zl)SN(Zl - Z2) li(Z2 - y) 

- igiSN(X - Z2) J ll,,(x - w) 

X S~(Z2 - U)MR(Uy I Zl w). (33) 

The mass-shell Fourier transform of M R represents 
the renormalized scattering amplitude. 

For the special choices (12), (13), the spatial 
a-function dependence li(x - zl)li(ZI - z2)li(Z2 - y) 
factors out of (33), and the remainder can then be 
considered as a function of the time dependence 
only, as described previously. If the transform of 
MR(x- Z2, Z2 - Zl, Zl - y) == M(a, b, e) is denoted 
by 

M(q, p, k) = i:'" da db de eHQa
+2>b+kc) M(a, b, e), 

one obtains from (33) the integral equation 

M(q, p, k) = -igiSN(q + k - p) 

- i(~;) i:'" dQ il,,(p - Q) 

X SN(Q + q - p)S~(Q)M(Q, p, k). (34) 

Because of the retarded nature of the coordinate 
difference x - Z2 = a ~ 0, we may expect that 
M(q, p, k) is analytic in the upper half q plane (the 
same remarks hold for the k dependence), and this 
is born out by examination of the functions SN and 
S~ which enter into (34). Hence the only contribu­
tion to the integral of (34) comes from the cut of 
il,,(p - Q), 

ile(P - Q) = (2'nT 4 J ~:k If(w) I (Q - [p - w + iEJ)-1 

== (1/211")S .. (Q + w - p - iE)-I, (35) 

and one obtains 

M(q, p, k) = -igiSN(q + k - p) 

+ (gi/211")S"SN(q - w)S~(P - w)M(P - W,p, k), (36) 

which is just Amado's equation, and has the solution 
constructed by him and Kenschaft in Ref. 2. 

IV. THREE GENERALIZATIONS 

There are several rather obvious generalizations 
of the Lee model, suggested by the above functional 
analysis, which may be worth mentioning. 

(A) It has been noted that the conventional Lee 
model, expressed by (12) and (13), is only one pos­
sible choice of a class of retarded functions. We 



                                                                                                                                    

588 H. M. FRIED 

remark here only that the model in which .!l,,(x) 
has the same fonn as the propagators of (12) [omit­
ting the o(x)] is finite without the need of any cutoff, 
since the relationships between my, m~, g, and g~ 
are algebraic, rather than integral. 

(B) One can define classes of "anti-Lee models", 
by replacing all causal propagators by advanced 
functions; this corresponds to the propagation of 
antiparticles only. 

(C) The limiting case in which mN ---+ co is com­
pletely soluble.7 What is meant here is that situation 
in which SN(X) is replaced by m;lo(x), or equiva­
lently, SN(q) = [mN - q - iErl is replaced by m;l. 
The existence of this limit depends upon the type of 
integrals into which SN is folded, and it shall be as­
sumed that a cutoff makes this limit well defined. 
The reason why this limit leads to a completely 
soluble theory is that the two essential functional 
operations can be perfonned: 

(1) The V propagator, defined in the presence 
of the external sources it, i can now be obtained 
exactly. If we use the Sy and.!l" of (12) and (13), but 
replace SN(X) by m;/o(x), (21) is replaced by 

GHx, y) = Sv(x - y) 

+ L J Sy(x - u);t(u)j(u)G"v(u, y), (37) 
mN 

and (37) can be solved, 

GHx, y) = irJ(xy) 

X exp ( -imy(x - y) + i -£ f.~ dz ;t(Z)i(Z»). (38) 

7 In a similar way, the case where the bare mass my -+ CD 

is also completely soluble. It ha.s been a.ssumed everywhere 
in this paper that mN + M > myR. 

Equation- (38) is just the solution corresponding to 
that found in the simple static model,a when 
(g/mN)jt(z)i(z) is replaced by the boson source J(z). 

(2) The functional differentiation operations in­
volved in the passage from G: to S; can be explicitly 
perfonned.6 One obtains 

SHx, y) = irJ(xy) exp [-imv(x - y)] 

X exp [i;tB(l - .!l~B)-lJJ 

X exp [Tr In (1 - .!l~B)-1], (39) 

where (zIBlw) = (l/mN)rJ(xz)o(z - w)rJ(wy). Sim­
ilar but slightly more complicated fonns are found 
when the functional operations are perfonned upon 
products of G; factors. It is not difficult to carry 
through the evaluation of the trace factor of (39) 
and show that, in the limit mN ---+ co, it corresponds 
to taking the same limit in 2;- (q) of (15), namely 
S: ---+ Sv; this just corresponds to the suppression 
of every N line and is not particularly interesting. 
However, there is another option here which can 
make the limit interesting: if the cutoff is adjusted 
such that g2m;/ = g;(ZmN)-l is nonvanishing, and 
finite, as mN becomes large, one finds 

S~(x) = irJ(x)e-;mv~+L(~), 

which is an example of nontrivial structure. Similar 
results may be written down for all the other Green's 
functions. 
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